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(57) ABSTRACT

A data storage device is in communication with a host
through a bus. The data storage device includes a storage
medium and a controlling unit. The controlling unit is con-
nected with the host and the storage medium for receiving an
analysis data, or storing a write data into the storage medium
or retrieving a read data from the storage medium to the host
according to a command from the host. The controlling unit
includes an arithmetic logic unit. The arithmetic logic unit has
a built-in algorithm for analyzing and processing the analysis
data, the write data or the read data, thereby generating an
analysis result. Moreover, the algorithm may be updated or
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DATA STORAGE DEVICE AND COMPUTING
SYSTEM WITH THE SAME

STATEMENT REGARDING GOVERNMENT
SUPPORT

[0001] This invention was made with Government support
under contract 1330132 awarded by the National Science
Foundation. The Government has certain rights in this inven-
tion.

FIELD OF THE INVENTION

[0002] Thepresent invention relates to a data storage device
and a data processing system, and more particularly to a data
storage device and a computing system using the data storage
device to perform big data analysis.

BACKGROUND OF THE INVENTION

[0003] As is well known, a big data indicates a massive
amount of data that are difficult to be analyzed and processed
by a single computer within a reasonable time period. Gen-
erally, a distributed computing process is one of the most
important computing techniques for analyzing and process-
ing the big data.

[0004] Generally, the distributed computing process uti-
lizes a massive amount of computing resources of the com-
puter to process the big data. In practical applications, plural
servers connected with a network are used to access and
compute the allocated data, and the computing results of
respective servers are transferred back to a computer of a data
center through the network. After the computing results from
all servers are received by the computer of the data center, the
computer may analyze the computing results in order to ana-
lyze and process the big data.

[0005] Obviously, for analyzing and processing the big data
through the network, the financially-strong large networking
company has to purchase several ten thousands of servers to
construct a massive computing resource in order to achieve
the purpose of analyzing and processing the big data.

[0006] Therefore, it is important to use a single computer
and a peripheral device to locally analyze and process the big
data.

SUMMARY OF THE INVENTION

[0007] An embodiment of the present invention provides a
data storage device in communication with a host through a
bus. The data storage device includes a storage medium and a
controlling unit. The controlling unit is connected with the
host and the storage medium for receiving an analysis data, or
storing a write data into the storage medium or retrieving a
read data from the storage medium to the host according to a
command from the host. The controlling unit includes an
arithmetic logic unit. The arithmetic logic unit has a built-in
algorithm for analyzing and processing the analysis data, the
write data or the read data, thereby generating an analysis
result.

[0008] Another embodiment of the present invention pro-
vides a computing system. The computing system includes
plural data storage devices and a host. Each of the plural data
storage devices includes an arithmetic logic unit. The host is
in communication with the plural data storage devices
through plural buses for dividing a big data into plural sub-
data and writing the plural sub-data into respective data stor-
age devices. The arithmetic logic unit of each data storage
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device has a built-in algorithm for analyzing and processing
the corresponding sub-data from the host and generating an
analysis result to the host. The host generates a final analysis
result according to plural analysis results obtained by the
plural data storage devices.

[0009] Numerous objects, features and advantages of the
present invention will be readily apparent upon a reading of
the following detailed description of embodiments of the
present invention when taken in conjunction with the accom-
panying drawings. However, the drawings employed herein
are for the purpose of descriptions and should not be regarded
as limiting.

BRIEF DESCRIPTION OF THE DRAWINGS

[0010] The above objects and advantages of the present
invention will become more readily apparent to those ordi-
narily skilled in the art after reviewing the following detailed
description and accompanying drawings, in which:

[0011] FIG. 1A is a schematic functional block diagram
illustrating the relationship between a host and a solid state
drive of a computing system;

[0012] FIG. 1B is a schematic functional block diagram
illustrating the architecture of the controlling unit of the solid
state drive used in the computing system of FIG. 1A,

[0013] FIG.2isa schematic functional block diagram illus-
trating the architecture of a solid state drive according to an
embodiment of the present invention; and

[0014] FIG. 3isaschematic functional block diagram illus-
trating the architecture of a computing system with plural
solid state drives according to an embodiment of the present
invention.

DETAILED DESCRIPTION OF PREFERRED
EMBODIMENTS

[0015] FIG. 1A is a schematic functional block diagram
illustrating the relationship between a host and a solid state
drive of a computing system. As shown in FIG. 1A, the
computing system 100 comprises a host 112 and a solid state
drive 110. The host 112 is in communication with the solid
state drive 110 through an external bus 120. The host 112 at
least comprises a central processing unit (not shown) and a
chipset (not shown). The external bus 120 is a SATA bus, an
USB bus, PCl-¢, or the like.

[0016] Moreover, the solid state drive 110 comprises a con-
trolling unit 130 and a flash memory 105. The controlling unit
130 is connected with the external bus 120. In addition, the
controlling unit 130 is in communication with the flash
memory 105 through an internal bus 122. The controlling unit
130 further comprises a cache memory 137. The cache
memory 137 is a used for temporarily storing the write data
from the host 120 or temporarily storing the read data to be
read by the host 112. The cache memory 137 is for example a
static random access memory (SRAM) or a dynamic random
access memory (DRAM).

[0017] As shown in FIG. 1A, the cache memory 137 is
included in the controlling unit 130. Alternatively, the cache
memory 137 and the controlling unit 130 may be separate
hardware circuits.

[0018] FIG. 1B is a schematic functional block diagram
illustrating the architecture of the controlling unit of the solid
state drive used in the computing system of FIG. 1A. As
shown in FIG. 1B, the controlling unit 130 comprises a com-
mand analyzing unit 131, an error correction code (ECC)
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codec 133, a logical-to-physical address conversion unit 135,
and the cache memory 137. In the computing system 100, the
host 112 can access data of the solid state drive 110.

[0019] When the host 112 intends to write a write data into
a specified logical block address (LBA), the host 112 may
issue a write command, the specified logical block address
(LBA) and the write data to the solid state drive 110. Mean-
while, the command analyzing unit 131 ofthe controlling unit
130 confirms that the write command is issued from the host
112, and the write data is temporarily stored in the cache
memory 137. Then, the specified logical block address (LBA)
is converted into a specified physical block address (PBA) by
the logical-to-physical address conversion unit 135. The write
data is encoded as an error correction code by the ECC codec
133. Afterwards, the encoded write data is written into the
specified physical block address (PBA) of the flash memory
105.

[0020] When the host 112 intends to read a read data from
the solid state drive 110, the host 112 may issue a read com-
mand and the specified logical block address (LBA) to the
solid state drive 110. Meanwhile, the command analyzing
unit 131 of the controlling unit 130 confirms that the read
command is issued from the host 112. Then, the specified
logical block address (LBA) is converted into a specified
physical block address (PBA) by the logical-to-physical
address conversion unit 135. Then, according to the specified
physical block address (PBA), the encoded read data is
retrieved from the flash memory 105. After the encoded read
data is decoded by the ECC codec 133, the resulting read data
is temporarily stored in the cache memory 137. Afterwards,
the read data is outputted to the host 112.

[0021] From the above discussions about the computing
system 100, the solid state drive 110 is only able to store the
write data into the flash memory 105 according to the write
command from the host 112 or output the read data to the host
112 according to the read command. Moreover, the control-
ling unit 130 is only able to encode the data as an error
correction code or decode the encoded code. Obviously, the
solid state drive 110 of the computing system 100 has no
capability of analyzing and processing data.

[0022] For providing sufficient capability to the computing
system of the present invention, the solid state drive of the
present invention is equipped with an arithmetic logic unit
(ALU). Consequently, the solid state drive has the capability
to analyze and process data.

[0023] FIG.2isaschematic functional block diagram illus-
trating the architecture of a solid state drive according to an
embodiment of the present invention. As shownin FIG. 2, the
solid state drive 210 comprises a controlling unit 230 and a
flash memory 105. The controlling unit 230 is in communi-
cation with a host (not shown) through an external bus 120. In
addition, the controlling unit 230 is in communication with
the flash memory 105 through an internal bus 122.

[0024] In this embodiment, the controlling unit 230 com-
prises a command analyzing unit 231, an error correction
code (ECC) codec 233, a logical-to-physical address conver-
sion unit 235, a cache memory 237, and an arithmetic logic
unit 239.

[0025] During the process of accessing data of the solid
state drive 210 by the host 112, the actions of the command
analyzing unit 231, the ECC codec 233, the logical-to-physi-
cal address conversion unit 235 and the cache memory 237
are similar to those of FIG. 1B, and are not redundantly
described herein.
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[0026] In accordance with the present invention, the arith-
metic logic unit 239 has a built-in algorithm for analyzing and
processing the data of the flash memory 105. However,
according to the practical requirements, an updated algorithm
may be loaded from the host 112 into the arithmetic logic unit
239, so that the arithmetic logic unit 239 uses the updated
algorithm to analyze and process the data of the flash memory
105. Of course, the algorithms for the arithmetic logic unit
239 may be expanded by the host 112 according to the prac-
tical requirements.

[0027] Inanembodiment, after the write data is transmitted
from the host 112 to the solid state drive 210 and before the
write data is stored into the flash memory 105, the arithmetic
logic unit 239 may use the built-in algorithm to analyze and
process the write data, thereby generating an analysis result.
Moreover, the analysis result is transferred back to the host
112 at an appropriate time point. Otherwise, the arithmetic
logic unit 239 may store the analysis result into the flash
memory 105.

[0028] Alternatively, before the read data is transmitted to
thehost 112, the arithmetic logic unit 239 may use the built-in
algorithm to analyze and process the read data, thereby gen-
erating an analysis result. Moreover, the analysis result is
transferred back to the host 112 at an appropriate time point.
Otherwise, the arithmetic logic unit 239 may store the analy-
sis result into the flash memory 105. Moreover, if the read
data is a compressed data, the read data should be firstly
decompressed and then analyzed and processed. For
example, if the read data is a compressed video file ina H.264
compression format, the read data should be firstly subject to
H.264 decompression and then analyzed and processed.
[0029] Alternatively, the host 112 may directly store all of
the write data into the solid state drive 210 in advance. When
no data accessing operation is performed on the solid state
drive 210 by the host 112, the arithmetic logic unit 239 may
use the built-in algorithm to analyze and process the write
data stored in the flash memory 105, thereby generating an
analysis result. Moreover, the analysis result is transferred
back to the host 112 at an appropriate time point. Otherwise,
the arithmetic logic unit 239 may store the analysis result into
the flash memory 105.

[0030] Alternatively, if the host 112 needs the analysis
result but does not need to write data into the solid state drive
210, the host 112 may issue an analysis data to the solid state
drive 210. The arithmetic logic unit 239 may use the built-in
algorithm to analyze and process the analysis data, thereby
generating an analysis result. After the analysis result is gen-
erated by the arithmetic logic unit 239, the controlling unit
230 may directly discard the analysis data without the need of
processing the analysis data. That is, the controlling unit 230
will not store the analysis data into the flash memory. Under
this circumstance, the analysis result may be stored into the
flash memory 105 or transferred back to the host 112 by the
controlling unit 230.

[0031] Incomparison with the amount of data stored in the
flash memory 105, the data amount of the analysis result
obtained by the arithmetic logic unit 239 is much smaller.
[0032] FIG.3isaschematic functional block diagram illus-
trating the architecture of a computing system with plural
solid state drives according to an embodiment of the present
invention. As shown in FIG. 3, the computing system 200
comprises a host 112 and plural solid state drives. For clari-
fication and brevity, only two solid state drives 210 and 250
are shown in the drawing. The configuration of each of the
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solid state drives 210 and 250 is identical to that of the solid
state drive 210 of FIG. 2. The solid state drive 210 comprises
acontrolling unit 230 and a flash memory 105. The solid state
drive 250 comprises a controlling unit 260 and a flash
memory 255.

[0033] When the host 112 of the computing system 200
intends to analyze a big data, the big data may be divided into
plural sub-data, and the sub-data are transmitted to the solid
state drives 210 and 250, respectively. In the computing sys-
tem 200 of FIG. 3, the two solid state drives 210 and 250 are
in communication with the host 112. Before the big data is
analyzed by the host 112, the big data is divided into a first
sub-data and a second sub-data. The first sub-data is trans-
mitted to the solid state drive 210. The second sub-data is
transmitted to the solid state drive 250.

[0034] The controlling unit 230 of the solid state drive 210
may use the algorithm to analyze and process the first sub-
data, thereby generating a first analysis result. The controlling
unit 260 of the solid state drive 250 may use the algorithm to
analyze and process the second sub-data, thereby generating
a second analysis result. After the first analysis result of the
solid state drive 210 and the second analysis result of the solid
state drive 250 are acquired by the host 112, the final analysis
result of the big data analysis is produced.

[0035] From the above discussions about the computing
system 200, the plural solid state drives in communication
with host 112 are used for analyzing and processing respec-
tive sub-data. More especially, the plural solid state drives
may process respective sub-data in a parallel processing man-
ner to obtain respective analysis results without the need of
exchanging the sub-data between each other. In other words,
the host 112 can generate the final analysis result of the big
data analysis by simply combining the analysis results of the
plural solid state drives together. It is noted that numerous
modifications and alterations may be made while retaining
the teachings of the invention. For example, during the ana-
lyzing processes of the solid state drives 210 and 250, the
analysis results of the solid state drives 210 and 250 may be
exchanged through the host 112.

[0036] In addition, as the size of the big data increases, the
number of the solid state drives included in the computer
system 200 may correspondingly increase. Consequently, the
computer system 200 of the present invention can quickly and
locally perform the big data analysis without the need of
connecting to the remote serves through network connection.
[0037] The above embodiments are illustrated by referring
to the computing system with the solid state drive and the
host. It is noted that the data storage device used in the
computing system is not restricted to the solid state drive.
However, those skilled in the art will readily observe that any
other data storage device with similar functions of the solid
statedrive may be used in the computing system of the present
invention. For example, an optical disc drive, a hard disc
drive, a read-only memory or a resistive random-access
memory (RRAM) with a resistive non-volatile memory may
be used as the data storage device.

[0038] In case that the optical disc drive is used as the data
storage device, the optical disc drive comprises a controlling
unit and a storage medium. The storage medium is an optical
disc. If the controlling unit comprises an arithmetic logic unit,
the arithmetic logic unit may use a built-in algorithm to ana-
lyze and compute the data of the optical disc, thereby gener-
ating an analysis result. Of course, the data in the optical disc
(i.e. the storage medium) may be originated from the host,
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and transmitted from the host to the optical disc drive and
stored in the optical disc. Alternatively, the analysis data may
be previously written into the optical disc by using another
computer system. After the optical disc is loaded into the
optical disc drive, the analysis data is processed according to
the algorithm.

[0039] In case that the hard disc drive is used as the data
storage device, the hard disc drive comprises a controlling
unit and a storage medium. The storage medium is a magnetic
disc. If the controlling unit comprises an arithmetic logic unit,
the arithmetic logic unit may use a built-in algorithm to ana-
lyze and compute the data of the magnetic disc, thereby
generating an analysis result. Moreover, the data in the hard
disc drive may be a sub-data that is divided by and transmitted
from a host of another computing system. After the hard disc
drive is in communication with the host of the computing
system of the present invention, the data is analyzed and
processed to generate the analysis result.

[0040] Moreover, the built-in algorithm of the controlling
unit of the data storage device may be updated or expanded by
the host. In other words, for analyzing other big data, the
algorithm may be reduced into plural sub-algorithms. After
the built-in algorithm is replaced by the sub-algorithms, the
computing system may use the same hardware architecture to
analyze another big data.

[0041] The arithmetic logic unit of the controlling unit may
be implemented by a software component, a firmware com-
ponent or a hardware component. For example, the hardware
component is a programmable logical array (PLA) or a field-
programmable gate array (FPGA). Of course, the arithmetic
logic unit may be implemented by a hardware component
along with a software component or a firmware component.
The arithmetic logic unit is included in the solid state drive
and close to the flash memory. Consequently, the process of
performing big data analysis is very efficient.

[0042] From the above descriptions, the present invention
provides a computing system. The computer system com-
prises a host and plural data storage device. Consequently, the
computing system can quickly and locally perform the big
data analysis without the need of connecting to the remote
serves through network connection.

[0043] The controlling unit of each data storage device is
equipped with an arithmetic logic unit. The arithmetic logic
unit is used to analyze and process the data of the data storage
device, thereby generating an analysis result and providing
the analysis result to the host. In comparison with the amount
of data stored in the data storage device, the data amount of
the analysis result is much smaller. Consequently, the burden
of processing the data by the host is largely reduced. More-
over, by increasing the number of data storage devices, the
computing system of the present invention is effective to
perform the big data analysis. Moreovet, it is not necessary to
exchange data or information between the plural data storage
devices during the analyzing process of the arithmetic logic
units. Consequently, when the number of the data storage
devices increases, the processing time is not increased at an
exponential growth rate.

[0044] While the invention has been described in terms of
what is presently considered to be the most practical and
preferred embodiments, it is to be understood that the inven-
tion needs not be limited to the disclosed embodiment. On the
contrary, it is intended to cover various modifications and
similar arrangements included within the spirit and scope of
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the appended claims which are to be accorded with the broad-
est interpretation so as to encompass all such modifications
and similar structures.

What is claimed is:

1. A data storage device in communication with a host
through a bus, the data storage device comprising:

a storage medium; and

a controlling unit connected with the host and the storage

medium for receiving an analysis data, or storing a write
data into the storage medium or retrieving a read data
from the storage medium to the host according to a
command from the host,

wherein the controlling unit comprises an arithmetic logic

unit, and the arithmetic logic unit has a built-in algo-
rithm for analyzing and processing the analysis data, the
write data or the read data, thereby generating an analy-
sis result.

2. The data storage device as claimed in claim 1, wherein
the analysis data is previously stored in the storage medium,
wherein after the storage medium is loaded into the data
storage device, the analysis data is analyzed and processed by
the controlling unit according to the algorithm.

3. The data storage device as claimed in claim 1, wherein
the analysis data is transmitted from the host to the controlling
unit.

4. The data storage device as claimed in claim 1, wherein
the analysis result is transmitted to the host or written into the
storage medium.

5. The data storage device as claimed in claim 1, wherein
the storage medium is a flash memory, a resistive non-volatile
memory, an optical disc or a magnetic disc.

6. The data storage device as claimed in claim 1, wherein
when the host provides an updated algorithm to the arithmetic
logic unit, the built-in algorithm is replaced by the updated
algorithm.

7. The data storage device as claimed in claim 1, wherein
the arithmetic logic unit is implemented by a firmware com-
ponent, a software component or a hardware component, or
the arithmetic logic unit is implemented by the hardware
component and the firmware component or the software com-
ponent, wherein the hardware component is a programmable
logical array or a field-programmable gate array.

8. The data storage device as claimed in claim 1, wherein
the write data is analyzed and processed by the arithmetic
logic unit when the write data is received by the arithmetic
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logic unit, or the read data is analyzed and processed by the
arithmetic logic unit when the read data is received by the
arithmetic logic unit.

9. The data storage device as claimed in claim 8, wherein if
the read data is a compressed data, the read data is firstly
decompressed and then analyzed and processed by the arith-
metic logic unit.

10. The data storage device as claimed in claim 1, wherein
the host generates a final analysis result according to the
analysis result.

11. A computing system, comprising:

plural data storage devices, wherein each of the plural data

storage devices comprises an arithmetic logic unit; and

a host in communication with the plural data storage

devices through plural buses for dividing a big data into
plural sub-data and writing the plural sub-data into
respective data storage devices, wherein the arithmetic
logic unit of each data storage device has a built-in
algorithm for analyzing and processing the correspond-
ing sub-data from the host and generating an analysis
result to the host, wherein the host generates a final
analysis result according to plural analysis results
obtained by the plural data storage devices.

12. The computing system as claimed in claim 11, wherein
the data storage device is a solid state drive a resistive ran-
dom-access memory, an optical disc drive, a hard disc drive or
a read-only memory.

13. The computing system as claimed in claim 11, wherein
when the host provides an updated algorithm to the arithmetic
logic unit, the built-in algorithm is replaced by the updated
algorithm.

14. The computing system as claimed in claim 11, wherein
the arithmetic logic unit is implemented by a firmware com-
ponent, a software component or a hardware component, or
the arithmetic logic unit is implemented by the hardware
component and the firmware component or the software com-
ponent, wherein the hardware component is a programmable
logical array or a field-programmable gate array.

15. The computing system as claimed in claim 11, wherein
no data is exchanged between the plural arithmetic logic units
of the plural data storage devices while the corresponding
sub-data are analyzed and processed.

16. The computing system as claimed in claim 11, wherein
the plural analysis results obtained by the plural data storage
devices are permitted to be exchanged between each other.
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