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Abstract In a multi-project environment, we sometimes need to
periodically schedule the tasks for each project and assign staff
to the tasks. Such a decision-making problem has been studied
in literature; however, learning effect of staff has not been con-
sidered in previous studies. This research formulates a mixed
nonlinear program for project scheduling and staff allocation
problems, which considers learning effect of staff. The objective
function is to minimize outsourcing costs. A genetic algorithm
(GA) is proposed to solve the problem. Experiments for solving
various sizes of test problems has been carried out to validate the
proposed GA.

Keywords Genetic algorithm · Learning effect ·
Project scheduling · Staff allocation

1 Introduction

In a research and development (R&D) department, several
projects may have to be simultaneously implemented in a cer-
tain time period. Scheduling multiple projects is complicated
due to the limitation of staff resources and the efficiency vari-
ation among staff. Effectively scheduling project tasks and al-
locating staff to these tasks is therefore very important. Such
a decision-making problem is called the project-scheduling and
staff-allocation problem.

Campbell et al. [1, 2] assume that the schedule of projects
is available and develop mathematical models for the staff-
allocation problem, which includes modelling the variation in
staff efficiency. That is, each staff has different efficiency in per-
forming different tasks. These mathematical models for staff al-
location, being integer programs, require long computation time.
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Therefore, some studies aimed to develop heuristic methods to
solve the problems more efficiently [3–5].

Bassett [6] proposed a mixed integer linear programming
model for solving the project-scheduling and staff-allocation
problem, which is distinct in two characteristics. First, the ca-
pabilities of staff are different; that is, some tasks can only be
performed by certified staff. Second, each staff has a limited
number of working days. To solve the integer program effi-
ciently, a heuristic method has been proposed.

Some other works, through empirical studies, aimed to in-
vestigate the behavioural factors associated with staff alloca-
tion. Hendriks et al. [7] characterized two behavioural fac-
tors that greatly influence the effect of staff allocation. One
factor, called project scatter, indicates that the efficiency of
a team may decrease if the number of team staff is more than
needed. The other factor, called resource dedication, denotes
that the dedication of a staff to a particular task will increase
efficiency.

Another behavioural study, by Hankawa et al. [8], reveals
that learning effect does exist in software development. Learn-
ing effect denotes that staff will perform a task more efficiently if
he/she stays on the task longer. The learning effect of engineers,
though very important for project scheduling and staff allocation,
has not been included in the mathematical model published in
previous literature.

This paper presents a mathematical model for a project-
scheduling and staff-allocation problem that considers learning
effect. This problem can be characterized as follows. Many
projects are performed in a time horizon, which covers several
time periods. At the end of each period, staff can be reallocated
to different tasks. The decision, in which the learning effect of
staff should be considered, is to schedule the tasks of each project
and assign staff to these tasks for each period. The objective
function is to minimize outsourcing costs. The proposed model is
a mixed non-linear integer program and is solved by a proposed
genetic algorithm.

The remainder of this paper is organized as follows. Sec-
tion 2 presents a model for characterizing the learning effect
of R&D engineers. Section 3 describes the mathematical model
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for project scheduling and staff allocation. Section 4 states the
genetic algorithm for solving the problem. Experiments for jus-
tifying the solution method are discussed in Sect. 5. Some con-
cluding remarks are present in the last section.

2 Learning effect modeling

Wright pioneered the study of learning effect (also called learn-
ing curve) [9]. Learning effect denotes that the efficiency of staff
will improve by doing more. That is, the longer staff works on
a particular task, the more efficient will be the staff on that task.
Learning curve has been widely applied to various areas, and
a comprehensive survey has been published [10].

Smith and Larsson investigated the learning effect of a heart
transplant facility [11]. Their study revealed that the cumulative
average resource consumption decreases exponentially over x,
the total number of operation cases, and finally reaches a steady
state. The task of heart transplant is much like a task of R&D
in engineering. Based on Smith and Larsson’s work, we propose
a learning curve as follows, for modeling the efficiency of an
R&D staff (p) working on a project task (k).

Ēn = Ē1 nb ,

n total number of time periods spent by staff p on task k
Ēn cumulative average efficiency when staff p has spent n

periods on task k
b b = − ln(r)

ln 2 ; (0 < r ≤ 1), b is called learning factor, and r is
called learning percentage. The smaller is the value of r ,
the larger is the value of b, and the higher is the learning
effect.

The proposed learning curve for the case of r = 0.95 is shown in
Fig. 1. The figure shows that the cumulative average efficiency,
starting from 0.8, increases over time and finally reaches 1.0. No-
tice that Ēn represents the cumulative average efficiency of staff
for working n days. Let En represent the efficiency of staff at the
n-th day. Then,

En = Ēn n − Ēn−1(n −1)

n − (n −1)
= Ēn n − Ēn−1(n −1) .

Fig. 1. Learning curve modelled by cumulative average efficiency

3 Model for project scheduling and staff allocation

The decision problem of interest is to schedule project tasks and
allocate staff in a multi-project environment. Assumptions of the
decision problem are described below.

In a time horizon involving n periods, k projects are to be im-
plemented. Project x involves p(x) number of tasks (1 ≤ x ≤ k).
Let m = ∑k

x=1 p(x) denote the total number of tasks to be sched-
uled, S represent the total number of staff. The staff allocation
decision is to assign staff i to task j (1 ≤ i ≤ S, 1 ≤ j ≤ m)

for each period t (1 ≤ t ≤ n). The task scheduling decision is to
schedule task j in the time horizon; that is, the workload of each
task at each period t has to be determined.

A mixed nonlinear integer program is proposed to simul-
taneously model the two decisions. The model assumes that an
outsourcing strategy will be applied whenever any task cannot be
completed before the due date. The objective is to minimize the
outsourcing costs.

Notation of the model is given below, in which the standard
time for completing a task implies that its associated efficiency
is 1.0.

(A) Notation

Parameters

dj standard time for completing task j , 1 ≤ j ≤ m
sj allowable starting period of task j , 1 ≤ j ≤ m
ej allowable ending period of task j , 1 ≤ j ≤ m
Tj allowable working interval of task j , Tj = (sj , ej), 1 ≤ j ≤ m
Cj outsourcing cost per staff for performing task j , 1 ≤ j ≤ m
Hi,t maximum allowable working days of staff i in period t,

1 ≤ i ≤ S, 1 ≤ t ≤ n
M a large positive integer
h maximum allowable working days of an outsourcing staff

per period
z efficiency of outsourcing staff, a constant in the time horizon
b learning factor

Variables

Xi, j,t binary variable Xi, j,t = 1 denotes that staff i is assigned
to task j in period t, and Xi, j,t = 0 implies no such
assignment

Yj,t number of outsourcing staff hired in period t to perform
task j

Ēi, j,t cumulative average efficiency of staff i working task j up
to period t

Ei, j,t efficiency of staff i working task j at period t
Fj,t completion percentage of task j in period t

(B) Mathematical model

The proposed mathematical model is formulated as follows.

min TC =
n∑

t=1

m∑

j=1

Yj,t Cj
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s.t.
S∑

i=1

(
Hi,t Xi, j,t Ei, j,t

)+Yj,t h z ≥ dj Fj,t ,

for 1 ≤ j ≤ m , 1 ≤ t ≤ n (1)
Fj,t∑

t∈Tj

= 1 , for 1 ≤ j ≤ m (2)

Yj,t+1 ≤ Yj,t , for 1 ≤ j ≤ m , 1 ≤ t ≤ n (3)
m∑

j=1

Xi, j,t = 1 , for 1 ≤ i ≤ S , 1 ≤ t ≤ n (4)

Ēi, j,t+1 ≤ Ēi, j,1

(
t∑

τ=1

Hi,τ Xi, j,τ

)b

+ M
(
1− Xi, j,t

)
,

for 1 ≤ i ≤ S , 1 ≤ j ≤ m , 1 ≤ t ≤ n (5)

Ēi, j,t+1 ≥ Ēi, j,1

(
t∑

τ=1

Hi,τ Xi, j,τ

)b

− M
(
1− Xi, j,t

)
,

for 1 ≤ i ≤ S , 1 ≤ j ≤ m , 1 ≤ t ≤ n (6)

Ēi, j,t+1 ≤ Ēi, j,t + M Xi, j,t ,

for 1 ≤ i ≤ S , 1 ≤ j ≤ m , 1 ≤ t ≤ n (7)

Ēi, j,t+1 ≥ Ēi, j,t − M Xi, j,t ,

for 1 ≤ i ≤ S , 1 ≤ j ≤ m , 1 ≤ t ≤ n (8)

Ei, j,1 = Ēi, j,1 , for 1 ≤ i ≤ S , 1 ≤ j ≤ m (9)

Ei, j,t+1

= max

⎛

⎜
⎜
⎜
⎜
⎝

Ēi, j,t+1

t∑

τ=1
Hi,τ Xi, j,τ − Ēi, j,t

t−1∑

τ=1
Hi,τ Xi, j,τ

max

(
t∑

τ=1
Hi,τ Xi, j,τ −

t−1∑

τ=1
Hi,τ Xi, j,τ , 1

) , Ei, j,t

⎞

⎟
⎟
⎟
⎟
⎠

,

for 1 ≤ i ≤ S , 1 ≤ j ≤ m , 1 ≤ t ≤ n (10)

Xi, j,t = 0 or 1 , for 1 ≤ i ≤ S , 1 ≤ j ≤ m , 1 ≤ t ≤ n (11)

Ei, j,t ≥ 0 ; Fj,t ≥ 0 ; Yj,t ∈ N ,

for 1 ≤ i ≤ S , 1 ≤ j ≤ m , 1 ≤ t ≤ n (12)

The objective function is to minimize the total outsourcing
cost. Constraint 1 indicates that staff resources assigned to a task
should be enough to complete the work load of the scheduled
task in each period. Constraint 2 indicates that each task should
be completed within the allowable working interval. Constraint
3 denotes that outsourcing should be performed as early as pos-
sible whenever a task demands, to ensure the on time completion
of each task. Constraint 4 denotes that each staff should be allo-
cated to only one task in each period.

Constraints 5–8, which should be considered as a set, en-
sure that the cumulative average efficiency of staff improves only
when he/she works more time on the task. Of these four con-
straints, constraints 5–6 are for modeling the case Xi, j,t = 1
and constraints 7–8 are for the case Xi, j,t = 0. Constraint 9 sets

the starting efficiency of each staff. Constraint 10 models the
relationship between cumulative average efficiency for a time in-
terval and the efficiency at a particular time. Constraints 11–12
are for limiting the values of variables.

The mathematical model is a mixed integer nonlinear pro-
gram. The real number variables relate to the scheduling of tasks
(Fj,t) and the efficiency of staff (Ei, j,t), the integer variables re-
late to the allocation of staff (Xi, j,t) and the outsourcing decision
(Yj,t). The nonlinear characteristic is due to the modelling of the
learning effect. This model is complicated and cannot be eas-
ily solved by commercially available mathematical programming
packages [12]. The genetic algorithm technique [13] is therefore
applied to solve the problem.

4 Genetic algorithm

The technique of genetic algorithms (GA) aims to efficiently find
a near optimum solution from an enormous solution space. Nu-
merous applications of GAs have been published [13–15].

A genetic algorithm proceeds by progressively updating
a population of candidate solutions, also called chromosomes.
The population P(t) is updated by creating new chromosomes
by genetic operators and selecting good quality ones to form the
next-generation population P(t + 1). A fitness function, which
represents the solution quality of a chromosome, should be
defined. The updating of P(t) continues until predefined termi-
nating conditions are met.

The proposed genetic algorithm for solving the formulated
mathematical model is presented below.

(A) Representation of chromosomes

A chromosome is represented by a row vector X = [X1, X2,

. . . , Xn], in which each element Xi = [x1
i , x2

i , . . . , xk
i , . . . , xS

i ]
represents the staff allocation decision in period i (1 ≤ i ≤ n),
and xk

i (called gene) represents the task assignment of staff k in
period i (1 ≤ xk

i ≤ m). For example, xk
i = 3 implies that staff k in

period i is assigned to task 3.
Notice that staff cannot be assigned to a task j , in the periods

outside its allowable working interval Tj . Therefore, the range of
xk

i , instead of 1 ≤ xk
i ≤ m, can be reduced to a set J(xk

i ) = { j|sj ≤
i ≤ ej }. Such a restriction effectively reduces the search space
and in turn decreases the computation time of the proposed GA.

(B) Fitness function and linear program

The fitness function of the GA is defined by the objective func-
tion of the proposed mathematical model. To evaluate the fitness
of a chromosome, we have to solve the nonlinear program by
assuming that some variables have been determined, in their
values, by the chromosome.

Notice that a chromosome denotes a staff allocation decision.
The formulated mixed integer nonlinear program, in appearance,
seems to involve three sets of decision variables: staff alloca-
tion (Xi, j,t ), outsourcing decisions (Yj,t), and project scheduling
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(Fj,t). A chromosome implies a staff allocation decision; that
is, Xi, j,t has been determined. Assigning Xi, j,t by some inte-
ger values, the mathematical model becomes a linear program
because constraints 4–11 can now be removed. The fitness of
a chromosome, by solving a linear program, can therefore be eas-
ily evaluated.

(C) Genetic operators

Let NP represent the number of chromosomes in P(t). The
initial population P(0) is randomly created. Two genetic op-
erators, crossover and mutation, are designed to create new
chromosomes.

The crossover operator is introduced below. From the pop-
ulation P(t), Np × Pcr chromosomes are randomly selected and
randomly paired. For each paired chromosomes, a break-point
is randomly chosen to interchange some parts of the two chro-
mosomes. For example, assume that X1 = [8, 4, 6, 5, : 3, 7, 5],
X2 = [2, 6, 3, 1, : 4, 6, 7] are paired, with a chosen break-point
(:). Then, the crossover operator will generate two new chromo-
somes Y1 = [8, 4, 6, 5, : 4, 6, 7], Y2 = [2, 6, 3, 1, : 3, 7, 5].

The mutation operator proceeds by randomly selecting Np ×
Pmu chromosomes, where Pmu represent the mutation rate. For
each selected chromosome, a gene xk

i is randomly selected and
randomly replaced by a new value in J(xk

i ).

(D) Selection strategy

In each updating of P(t), the total number of chromosomes in-
cluding the new ones and existing ones is f = Np(1+ Pcr +
Pmu). Of these f chromosomes, Np ones shall be selected to
form P(t +1). This research uses the rank-space method [14] to
select chromosomes. The basic idea of the method is described
below, while its detail algorithm is described in [14].

The rank space method selects chromosomes based on two
criteria: solution quality and distance among chromosomes.
First, chromosomes with good solution quality have higher prior-
ity to be selected. Second, chromosomes which are farther away
from the selected ones have higher priority. The two priority cri-
teria are integrated into one index to choose the chromosomes for
P(t +1). The purpose of applying two criteria is to avoid the GA
being trapped by a local optimum solution.

5 Experiments

The proposed GA for solving the project-scheduling and staff-
allocation problem has been implemented in C++ programming
language, which calls a package ILOG CPLEX 7.5 [12] to solve
the linear program. The linear program as stated is used to evalu-
ate the fitness function of a chromosome. The computation times
of the GA are also measured for different size problems.

(A) Data of experiment

In the first experiment, the decision problem involves two R&D
projects, which include five tasks in total. The total work load

and the allowable working interval of each task are shown in
Table 1. There are ten staff with their starting efficiencies shown
in Table 2, in which zero efficiency denotes that the staff can-
not perform the task. The maximum allowable working days of
each staff at each period are shown in Table 3. The time hori-
zon for the decision problem is four months (four periods). Each
outsourcing staff can work 25 days in each period, with a fixed
efficiency (80%) in the time horizon. The outsourcing cost in
each period is shown in Table 4.

In the GA, a chromosome involves 40 genes (variables),
composed of four segments (periods) with ten genes (staff) in
each segment. In each period, only a limited number of tasks
can be performed. For example, in period 1, only tasks 1 and 4
can be performed. This constraint ensures that each task can only

Table 1. Load and allowable working interval of each task

Project Task Starting Ending Work load
ID ID date date (person-day)

1 1 1/1/04 3/31/04 195
1 2 2/1/04 4/30/04 187
1 3 4/1/04 4/30/04 72
2 4 1/1/04 2/29/04 163
2 5 2/1/04 4/30/04 182

Table 2. Starting efficiency of each staff

Staff 1 2 3 4 5 6 7 8 9 10
Task ID

1 0.5 0.4 0.9 0.7 0 0.5 0.4 0.6 0.8 0.3
2 0.3 0.7 0.7 0.6 0.7 0.8 0.4 0.8 0.4 0.5
3 0.5 0.4 0.6 0.8 0.3 0.2 0.8 0.5 0.5 0.8
4 0.2 0.8 0.5 0.5 0.8 0.5 0.4 0.9 0.7 0
5 0.5 0.4 0.8 0.4 0.5 0.7 0 0.6 0.8 0.3

Table 3. Maximum allowable working days of each staff in each period

Staff 1 2 3 4 5 6 7 8 9 10
Period

1 30 20 30 25 28 30 23 30 25 30
2 22 30 25 30 28 22 28 26 30 28
3 20 25 20 25 23 25 24 28 25 23
4 25 28 20 25 24 25 30 26 25 25

Table 4. Outsourcing cost in each period

Task ID Outsourcing cost ($1,000/staff-period)

1 12
2 15
3 10
4 13
5 16
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be executed in its allowable working interval, and consequently
reduces the search space and the computation time of the GA.

As stated, the formulated non-linear program, after assigning
a particular chromosome (making a staff allocation decision), be-
comes a linear program. The outsourcing decision and the project
scheduling decision for a particular chromosome can be eas-
ily obtained by solving the linear program. The fitness function
(total outsourcing cost) of a chromosome can thus be obtained.

In the GA, parameters are set as follows: NP = 100, Pcr =
0.8, Pmu = 0.05. The GA program terminates either when the
best solution in P(t) is sustained for over 500 generations or
when t = 100 000.

(B) Experiment results

The GA solves the program 20 times, each time with a different
random seed. The 20 solutions are shown in Table 5. A chro-
mosome, represented by a row in the table, denotes a staff al-
location decision. For the 20 solutions, the mean outsourcing
cost is $31.5K, which is equivalent to outsourcing 2.85 staff.
The standard deviation of the outsourcing cost is $3.57K, which
is equivalent to 0.366 staff. The 20 solutions are quite close, if
measured by the number of outsourcing staff. They are different
from each other by only one outsourcing staff at most.

The schedule of each task can be determined by the staff al-
location decision and the outsourcing decision. For example, for
the chromosome in the first row of Table 5, the schedule of each
task, represented by work load percentage, is shown in Table 6.

(C) Comparison of computation time

The computation time of the GA will surely increase when the
problem size increases. Table 7 shows the computation times for

Table 5. Twenty GA solutions

Chromosome Outsourcing
(staff allocation decision) cost ($1,000)

1411414411 | 1254452452 | 5211252152 | 3253252253 35
1411444441 | 1451221412 | 5251251552 | 5252223553 32
1411441411 | 5251454412 | 5252251211 | 5253252253 33
1411441411 | 5451451412 | 5252251252 | 3253253252 22
1411444441 | 5451451251 | 1252221152 | 3252253253 34
1411444441 | 1411451252 | 5211551252 | 5232552252 30
1411414441 | 5411454252 | 1251512252 | 5252253253 32
1411441441 | 5451424251 | 1251251251 | 3252253253 34
1411441441 | 5251454452 | 1211252152 | 2252253253 32
1411444411 | 1451422452 | 1251552251 | 5253522253 32
1411441441 | 1251454451 | 1211251255 | 3253252253 25
1411411441 | 1411452455 | 5251521252 | 5252523252 30
1411444441 | 1451251412 | 2251252251 | 3253252552 32
1411441411 | 5421422455 | 5251251555 | 3253222253 34
1411441411 | 5451444212 | 2251552252 | 5253253252 32
1411441411 | 5214451255 | 1211551252 | 5233253252 36
1411411411 | 5451452252 | 5511251252 | 5233223253 26
1441441411 | 1251451211 | 5215251252 | 5253253253 36
1411444441 | 2451221452 | 1251251512 | 3252253552 32
1411411441 | 1451452241 | 1251252255 | 5253253252 32

Table 6. Schedule of each task, represented by work load percentage

Task ID 1st period 2nd period 3rd period 4th period

1 56.8% 36.3% 6/9% 0%
2 0% 7.5% 45.8% 46.7%
3 0% 0% 0% 100%
4 40.3% 50.7% 0% 0%
5 25.5% 41.0% 33.5% 0%

Table 7. Computation times required to solve different sized problems

Number Number Number Computation
of tasks of staff of periods time

5 10 4 23 min 8 s
5 10 5 27 min 45 s
5 20 4 33 min 40 s
5 20 5 40 min 10 s
5 30 4 46 min 19 s
5 30 5 60 min 36 s

10 10 4 26 min 53 s
10 10 5 33 min 10 s
10 20 4 42 min 9 s
10 20 5 46 min 33 s
10 30 4 51 min 54 s
10 30 5 65 min 41 s
15 10 4 31 min 26 s
15 10 5 38 min 7 s
15 20 4 58 min 8 s
15 20 5 65 min 31 s
15 30 4 90 min
15 30 5 104 min 24 s

different sizes of problems. It takes about 1 hour and 45 min. to
solve a problem with 30 staff, 15 tasks and five periods. Such
a computation time seems acceptable for the project-scheduling
and staff-allocation problem, which is typically planned season-
ally in the real world.

6 Concluding remarks

This paper investigates a project scheduling and staff alloca-
tion problem, including a model of the learning effect of staff,
which has not been addressed in literature. The objective of this
decision-making model is to minimize total outsourcing costs.
A mixed integer nonlinear program is formulated to model the
decision-making problem. A genetic algorithm (GA) is designed
to solve the nonlinear program. In the GA, a chromosome rep-
resents a staff allocation decision. For a particular chromosome,
the nonlinear program, by reducing some variables and con-
straints, becomes a linear program. The fitness of the chromo-
some is evaluated by solving the linear program.

The GA has been implemented and used to solve differ-
ent sizes of problems to estimate their computation times. For
a problem with 30 staff, 15 tasks and five periods in the time hori-
zon, the GA takes about 104 min. Scheduling and staff allocation
decisions are typically made only once in each season; therefore,
such a computation time is acceptable to industry.
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Future extension of this research would involve the consid-
eration of project scatter effect. In a project, a task is usually
performed by a team through the cooperation of team members.
The scatter effect denotes that the team efficiency will decrease
whenever the number of team members increases.
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