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Abstract—The IP multimedia core network subsystem (IMS)
provides multimedia services for Universal Mobile Telecommu-
nications System (UMTS). In IMS, any incoming call will first
arrive at the interrogating call session control function (I-CSCF).
The I-CSCF queries the home subscriber server (HSS) to iden-
tify the serving CSCF (S-CSCF) of the called mobile user. The
S-CSCF then sets up the call to the called mobile user. This paper
investigates the performance of the IMS incoming call setup. We
also propose cache schemes with fault tolerance to speed up the
incoming-call-setup process. Our study indicates that the I-CSCF
cache can significantly reduce the incoming-call-setup delay, and
checkpointing can effectively enhance the availability of I-CSCF.

Index Terms—Call session control function (CSCF), general
packet radio service (GPRS), home subscriber server (HSS), IP
multimedia core network subsystem (IMS), registration, universal
mobile telecommunications system (UMTS).

I. INTRODUCTION

UNIVERSAL Mobile Telecommunications System
(UMTS) is one of the major standards for the third-

generation (3G) mobile telecommunications. In UMTS,
the IP multimedia core network subsystem (IMS) provides
multimedia services by utilizing the Session Initiation Protocol
(SIP) [4]. Fig. 1 illustrates a simplified UMTS network
architecture (the reader is referred to [1], [3], [5], and [6]
for the detailed descriptions). This architecture consists of
a radio access network, the general packet radio service
(GPRS) core network and the IMS network. The GPRS core
network connects to the IMS network through gateway GPRS
support nodes (GGSNs). The home subscriber server (HSS)
is the master database containing all user-related subscription
information. Both the GPRS and the IMS networks access the
HSS for mobility management and session management. A
mobile user utilizes a mobile station (MS) or user equipment
(UE) to access IMS services. To provide a data session for the
UE, a connection between the UE and the GGSN is established.
This connection is specified by a Packet Data Protocol (PDP)
context. The PDP context must be activated before a UE
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Fig. 1. UMTS network architecture.

can access the IMS network. The IMS user data traffic is
transported through the media gateways (MGWs). The IMS
signaling is carried out by proxy call session control function
(P-CSCF), interrogating CSCF (I-CSCF), and serving CSCF
(S-CSCF). The I-CSCF determines how to route incoming
calls to the S-CSCF and then to the destination UEs. That is,
the I-CSCF is the contact point for the IMS network of the
destination UE, which may be used to hide the configuration,
capacity, and topology of the IMS network from the outside
world. When a UE attaches to the GPRS/IMS network and
performs PDP context activation, a P-CSCF is assigned to the
UE. The P-CSCF contains limited address translation functions
to forward the requests to the I-CSCF. Authorization for bearer
resources in the network (where the UE visits) is performed
by the P-CSCF. By exercising the IMS registration, to be
described in Section II, an S-CSCF is assigned to serve the
UE. This S-CSCF supports the signaling interactions with the
UE for call setup and supplementary-services control (e.g.,
service request and authentication). This paper investigates the
performance of the IMS incoming call setup. Specifically, we
propose cache schemes with fault tolerance to speed up the
incoming-call-setup process.

II. IMS REGISTRATION AND CALL SETUP

This section describes the registration and the incoming-call-
setup procedures for UMTS IMS. We first elaborate on the basic
scheme proposed in 3G Partnership Project (3GPP) 23.228 [3].
Then, we propose a cache scheme and two checkpoint schemes
that speed up the incoming-call-setup process.

A. The Basic Scheme

Suppose that a UE already obtained the IP connectivity
through the PDP context activation, and has performed at least
one IMS registration. The UE may issue reregistration due to,
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Fig. 2. Registration procedure for the basic scheme (B-RP).

for example, movement among different service areas. Fig. 2
illustrates the registration message flow for the basic scheme
[called basic registration procedure (B-RP)] defined in 3GPP
[2], [3], which includes the following steps.

Step 1) The UE issues the Register message to the
I-CSCF through the P-CSCF (not shown
in Fig. 2).

Step 2) The I-CSCF exchanges the User-
Authorization-Request (UAR) and User-
Authorization-Answer message pair with
the HSS to obtain the S-CSCF name for
the UE.

Step 3) By using a name–address resolution mech-
anism, I-CSCF identifies the S-CSCF ad-
dress and sends the Register message to the
S-CSCF.

Step 4) Through the Server-Assignment-Request
(SAR) and Server-Assignment-Answer
(SAA) message-pair exchange between the
S-CSCF and the HSS, the S-CSCF obtains
the user profile of the UE from the HSS.
The user profile will be used in call setup.

Steps 5) and 6) The 200 OK message is sent from the
S-CSCF to the I-CSCF, and then from the
I-CSCF to the UE, which indicates that
the registration is complete.

The IMS incoming call setup defined in 3GPP [2], [3] referred
to as the basic incoming call setup (B-ICS), is illustrated in
Fig. 3 with the following steps.

Step 1) The caller sends the Invite message to the
I-CSCF. The initial media description
offered in the Session Description Protocol
(SDP) is contained in this message.

Step 2) The I-CSCF exchanges the Location-Info-
Request (LIR) and Location-Info-Answer
(LIA) message pair with the HSS to obtain
the S-CSCF name for the destination UE.

Steps 3) and 4) The I-CSCF forwards the Invite message to
the S-CSCF. Based on the user profile of the
destination UE, the S-CSCF invokes what-
ever service logic is appropriate for this ses-
sion setup attempt. Then, it sends the Invite
message to the UE (through the P-CSCF of
the IMS network where the UE resides).

Fig. 3. Incoming call setup for the basic scheme (B-ICS).

Fig. 4. Registration with cache update for the C (C1 and C2) schemes (C-RP).

Steps 5–7) The UE responds with an answer to the
offered SDP. This Offer Response message
is passed along the established session path
back to the caller.

Step 8) The quality of service (QoS) for this call is
negotiated between the originating network
(of the caller) and the terminating network
(of the UE), and the details are omitted.

B. The Cache Schemes

This paper utilizes a cache at the I-CSCF to speed up the
incoming-call-setup process. We first describe a basic cache
scheme. To enhance availability and reliability, we then con-
sider two checkpoint schemes that immediately recover the
I-CSCF cache after an I-CSCF crash (failure).
1) The Basic Cache Scheme (The C Scheme): Fig. 4 illus-

trates the registration message flow for the C scheme (called
C-RP). C-RP is the same as B-RP except that when the 200 OK
is sent from the S-CSCF to the I-CSCF, the (UE, S-CSCF)
mapping (called the S-CSCF record) is saved in the cache
[step 6) in Fig. 4]. The incoming call setup for the C scheme
(C-ICS) is illustrated in Fig. 5. In C-ICS, the LIR and LIA mes-
sage pair exchanged [step 2) of B-ICS in Fig. 3] is replaced by
a cache retrieval [step 2), Fig. 5] to obtain the S-CSCF address.
If an I-CSCF failure occurs and the whole cache content is lost,
then the S-CSCF records are gradually rebuilt through the IMS
registration procedure. If an incoming call arrives earlier than
the registration, then B-ICS must be executed to set up the call.
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Fig. 5. Incoming call setup with cache retrieval for the C (C1 and C2) schemes
(C-ICS).

Fig. 6. First incoming call setup after I-CSCF failure: cache miss for the
checkpoint-1 scheme.

2) The Checkpoint Scheme 1 (The C1 Scheme): To imme-
diately recover the I-CSCF cache after a failure, we may save
the content of the cache (only for the modified records) into
a backup storage. In the C1 scheme, we periodically save
the cache into the backup. When an I-CSCF failure occurs, the
cache content is restored from the backup. Therefore, in the
normal operation, the registration procedure and the incoming-
call-setup procedure for the C1 scheme is the same as that
for the C scheme. After a failure, the incoming-call-setup
procedure is the same as C-ICS (see Fig. 5) if the S-CSCF
is up to date (called a cache hit). Note that between a failure
and the previous checkpoint, the S-CSCF record of an MS
may be modified. In this case, the S-CSCF may be obsolete
when an incoming call arrives (called a cache miss), and the
call-setup message flow is illustrated in Fig. 6. The first three
steps of this message flow are the same as C-ICS. Since the
UE already moves from the old S-CSCF to the new S-CSCF, at
the end of step 3), the old S-CSCF replies the 404 Not Found
message to the I-CSCF. The I-CSCF then retrieves the new
S-CSCF information from the HSS and sets up the call follow-
ing steps 2)–8) of B-ICS in Fig. 3.
3) The Checkpoint Scheme 2 (The C2 Scheme): It is clear

that after an I-CSCF failure, the call-setup cost for the C1
scheme is very expensive if a cache miss occurs. We resolve
this issue by introducing the C2 scheme. Like the C1 scheme,
this scheme periodically checkpoints the cache content into
the backup. Furthermore, an S-CSCF record in the backup is

Fig. 7. First incoming call setup after I-CSCF failure: cache miss for the
checkpoint-2 scheme.

TABLE I
CACHING AND CHECKPOINTING OPERATIONS

TABLE II
IMS REGISTRATION AND CALL SETUP

invalidated if the corresponding record in the cache is modified.
The C2 registration procedure is the same as C-RP except for
step 6) in Fig. 4. In this step, we check if the S-CSCF record
at the backup has been invalidated since the last checkpoint.
If so, no extra action is taken. If not, the record in the backup
is invalidated. Therefore, if multiple registrations for the same
UE occur between two checkpoints, the S-CSCF record in the
backup is only invalidated for the first registration. After an
I-CSCF failure, the C2 scheme knows exactly which S-CSCF
records are invalid. For the first incoming call after the failure,
if the S-CSCF record is valid, then the call-setup procedure
follows C-ICS in Fig. 5. On the other hand, if the S-CSCF
record is invalid, the procedure (see Fig. 7) follows B-ICS
in Fig. 3. Features of the B, C, C1, and C2 schemes are
summarized in Tables I and II.

In the remainder of this paper, we will analyze the
registration and incoming call setup by using analytic and
simulation models. Input parameters used in these models are
listed in Table III.
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TABLE III
NOTATION (INPUT PARAMETERS)

Fig. 8. Timing diagram for registration and checkpointing.

III. OVERHEAD OF CHECKPOINTING

This section investigates the costs for the C1 and the C2
schemes. Fig. 8 illustrates the timing diagram for the registra-
tion and checkpointing activities of a UE. At t0, t2, and t4,
the UE issues registration requests either because it attaches
to the network, or it moves from one service area to another
service area. The inter-registration intervals t2 − t0, t4 − t2,
etc., are represented by a random variable tm. In this figure,
periodic checkpoints are performed at t1 and t3, where the
checkpointing interval is represented by a random variable tc.
The interval τm between a checkpoint and the next registration
(e.g., t2 − t1) is called the excess life of the inter-registration
interval. At a checkpoint, only the modified S-CSCF records
are saved into the backup. Let pu be the probability that the
S-CSCF record for the UE is saved at a checkpoint, then

pu = Pr[tc > τm].

It is clear that the checkpoint cost increases as pu increases.
Two types of checkpoint intervals are often considered. Fixed
checkpointing performs checkpoints with fixed period 1/µ. In
exponential checkpointing, the inter-checkpointing interval has
an exponential distribution with mean 1/µ. Assume that the
inter-registration intervals tm have an exponential distribution
with mean 1/λ (i.e., the registration stream forms a Poisson
process). For an arbitrary time interval T , the number X of
registrations occurring in this period has a Poisson distribution.
That is

Pr[X = x, T = t] =
[
(λt)x

x!

]
e−λt (1)

and

Pr[tc > τm] = 1− Pr[X = 0, T = tc]. (2)

From (2), the probability pu for fixed checkpointing is ex-
pressed as

pu = 1− e−
λ
µ (fixed checkpointing). (3)

Fig. 9. Comparing fixed and exponential checkpointing (Poisson registration
stream with the rate λ).

Similarly, the probability pu for exponential checkpointing is
expressed as

pu =1−
∞∫

tc=0

e−λtcµe−µtcdtc

=
λ

λ+ µ
(exponential checkpointing). (4)

Fig. 9 plots pu for fixed and exponential checkpointing ap-
proaches based on (3) and (4). The figure indicates that pu for
fixed checkpointing is larger than that for exponential check-
pointing (i.e., exponential checkpointing yields better perfor-
mance than fixed checkpointing). In the remainder of this paper,
we only consider exponential checkpointing. General conclu-
sions drawn from this paper also apply to fixed checkpointing.
Consider the inter-registration interval random variable tm with
mean 1/λ, density function f(·), and Laplace transform f ∗(s).
The excess life τm has a distribution function R(·), density
function r(·), and Laplace transform r∗(s).

Since exponential checkpointing is a Poisson process, t1 in
Fig. 8 is a random observer of the tm intervals. From the excess-
life theorem [7]

r∗(s) =
(
λ

s

)
[1− f ∗(s)] . (5)

Based on (5), we derive pu as

pu = Pr[tc > τm]

=

∞∫
tc=0

tc∫
τm=0

r(τm)µe−µtcdτmdtc

=

∞∫
tc=0

R(tc)µe−µtcdtc

=
µr∗(s)
s

∣∣∣∣
s=µ

=
(
λ

µ

)
[1− f ∗(µ)] . (6)
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Fig. 10. Effects of the variance of the inter-registration intervals on pu.

Assume that tm is a Gamma random variable with mean 1/λ,
variance V , and Laplace transform

f ∗(s) =
(

1
V λs+ 1

) 1
V λ2

. (7)

Then, (6) is rewritten as

pu =
(
λ

µ

)[
1−

(
1

V λµ+ 1

) 1
V λ2
]

(for Gamma-distributed tm). (8)

When tm is exponentially distributed, V = 1/λ2, and (8) is
rewritten as pu = λ/(λ+ µ), which is the same as (4). Fig. 10
plots pu for Gamma inter-registration intervals with different
variance values. The figure indicates that pu decreases as the
variance V increases. This phenomenon is explained as follows.
When the registration behavior becomes more irregular, we will
observe more checkpoint intervals with many registrations and
more checkpoint intervals without any registration. In other
words, smaller pu is observed. Therefore, the checkpointing
performance is better when the registration activity becomes
more irregular (i.e., V is larger).

Suppose that N UEs have registered to the IMS network,
then there are N S-CSCF records in the I-CSCF cache. Let
Pr[K = k] be the probability that k records are modified
between two checkpoints. Then

Pr[K = k] =
(
N

k

)
pku(1− pu)N−k (9)

is a binomial probability mass function, and the random vari-
able K has mean E[K] = Npu and variance V [K] = Npu

(1− pu). A small V [K] value implies that the S-CSCF record-
saving overheads for the checkpoint intervals are roughly the
same (which provides stable, i.e., better performance for the
checkpointing system). The E[K] curves have the same shapes
as that for the pu curves (see Fig. 10). That is, the S-CSCF
record-saving cost at a checkpoint decreases as the variance of
tm increases. The V [K] curves are illustrated in Fig. 11. For
small µ values, (e.g., µ ≤ λ), the variance of K increases and
then decreases as the variance of tm increases. For large µ (i.e.,

Fig. 11. Variance of the K distribution.

µ ≥ 10λ), the variance of K decreases as the variance of tm
increases.

IV. COSTS FOR INCOMING CALL SETUP

This section investigates the incoming-call-setup costs. We
first study the normal incoming call setup. Then, we analyze
the first incoming call setup after I-CSCF failure. We note that
the checkpoint action is a background process, and the cost for
retrieving the cache [e.g., step 6) in Fig. 4] and the cost for
saving an S-CSCF record into the backup is negligible as com-
pared with the communications cost between I-CSCF and HSS
(the I-CSCF-cache operation is typically 1000 times faster than
the inter-I-CSCF and HSS communications). Therefore, we
will ignore the I-CSCF-cache-operation costs in the incoming-
call-setup study.

A. Normal Incoming Call Setup

Let tH be the round-trip transmission delay between the
I-CSCF and the HSS, tS be the round-trip delay between the
I-CSCF and the S-CSCF, and tM be the round-trip delay
between the S-CSCF and the UE. Let Tx be the incoming-
call-setup delay from the I-CSCF to the UE (without QoS
negotiation) for the “x” scheme (where x ∈ {B,C,C1, C2}).

Consider the B scheme. In Fig. 3, tH is the delay for step
2); tS is the delay for steps 3) and 6); and tM is the delay for
steps 4) and 5). We have

TB = tH + tS + tM.

In Fig. 5, tS is the delay for steps 3) and 6); and tM is the delay
for steps 4) and 5). We have

TC = TC1 = TC2 = tS + tM.

Suppose that tH, tS, and tM have the same distribution with
density function fd(·) and mean 1/δ. It is clear that

E[TC] = E[TC1] = E[TC2] =
2E[TB]

3
.

In other words, the cache/checkpoint schemes can save 33%
of the incoming-call-setup overhead (between the I-CSCF and
the UE). Furthermore, a timeout timer is typically maintained
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Fig. 12. Comparing the timeout thresholds for the B and C (C1 and C2)
schemes (V 1: the variance of the gamma transmission delay).

in the I-CSCF. For a call setup, if the I-CSCF does not receive
the Offer Response message within a timeout period, the call
is considered lost in the I-CSCF (i.e., the call is aborted). If
the timeout period is set too short, then many normal incoming
call setups may be misleadingly terminated due to timeouts. If
the timeout threshold is set too long, then many incomplete call
setups will not be detected early. Let θx be the timeout threshold
for the “x” scheme (where x ∈ {B,C,C1, C2}), and

pθ,x = Pr[Tx > θx] (10)

is the probability that a call setup is misleadingly aborted
because its transmission delay is longer than the timeout period.
Suppose that tM, tS, and tH have the same Gamma density
function fd(·) with mean 1/δ. We utilize the simulation ap-
proach to compute pθ,x. Specifically, we repeatedly generate
the sum of two gamma random numbers (for TC) and the
sum of three gamma random numbers (for TB). Then, we
derive pθ,B and pθ,C by using (10). Fig. 12 compares pθ,B with
pθ,C (= pθ,C1 = pθ,C2). The figure shows the intuitive results
that when the variance V 1 of the transmission delay is small,
the performance of the timeout mechanism is better (i.e., pθ,x
is small). The figure also indicates that to ensure the same pθ,x
values, the timeout period for the B scheme is much longer than
the C (C1 and C2) schemes. For example, when V 1 = 100/δ2,
to ensure pθ,B = pθ,C = 5.8%, θB = 9/δ and θC = 3/δ (i.e.,
the timeout threshold for the B scheme must be set three times
as large as that for the C scheme).

B. First Incoming Call Setup After Failure

For the “x” scheme (where x ∈ {B,C,C1, C2}), let T ∗x be
the round-trip transmission delay of the first incoming call setup
after an I-CSCF failure. The delay T ∗x is derived as follows. For
the B scheme, the first incoming call setup is not affected by the
I-CSCF failure. That is

T ∗B = TB = tH + tS + tM. (11)

For the C scheme, the cache in the I-CSCF is cleared after the
failure. If the first event after the failure is an incoming call,

Fig. 13. Timing diagram before and after an I-CSCF failure.

then T ∗C = T ∗B. If the first event is a registration event, then the
S-CSCF record is restored in the cache before the first incoming
call arrives. When the incoming call arrives, T ∗C = TC. Let α
be the probability that the first event after I-CSCF failure is a
registration. Then

T ∗C = αTC + (1− α)TB = TC + (1− α)tH. (12)

The probability α is derived as follows. Consider the timing
diagram in Fig. 13. Suppose that an I-CSCF failure occurs at
time t2. For a UE, the first registration after the failure occurs
at t3 and the first incoming call after the failure occurs at t4.
Let τ = t4 − t2 and τm = t3 − t2. Since the failure-occurring
time t2 is a random observer of the inter-call arrival times and
the inter-registration times, τ is the excess life of an inter-call
arrival time. Also, τm is the excess life of an inter-registration
time. Suppose that the call arrivals to the UE are a Poisson
process with the rate γ. Then, from the excess-life theorem [7],
τ has an exponential distribution with mean 1/γ. Similarly, τm
has the density function r(·) and Laplace transform r∗(s), as
expressed in (5). Therefore, similar to the derivation for (6)

α = Pr[τ > τm] =
(
λ

γ

)
[1− f ∗(γ)] . (13)

For the C1 scheme, two cases are considered when the first
incoming call after the failure occurs.

Case 1) The S-CSCF record restored from the backup is
invalid (with probability β) and the first event after
the failure is an incoming call (with probability
1− α). In this case (see Fig. 6), T ∗C1 = TB + tS.

Case 2) The S-CSCF record restored from the backup is
valid (with probability 1− β), or the restored record
is invalid (with probability β) and the first event
after the failure is an IMS registration (with prob-
ability α). In this case, T ∗C1 = TC.

Based on the above two cases, we have

T ∗C1 = TC + (1− α)β(tH + tS). (14)

Probability β is derived as follows. In Fig. 13, the last check-
point before the I-CSCF failure occurs at time t0. The last
registration before the failure occurs at time t1. From the
reverse excess-life theorem [7], τ ∗c = t2 − t0 has an exponential
distribution with mean 1/µ, and τ ∗m = t2 − t1 has the density
function r(·) and Laplace transform r∗(s). Similar to the deriva-
tion for (6)

β = Pr [τ ∗c > τ ∗m] =
(
λ

µ

)
[1− f ∗(µ)] = pu. (15)
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Fig. 14. Transmission delays for the first incoming call after an I-CSCF failure
(µ = 10λ, V = 1/λ2).

For the C2 scheme (see the message flow in Fig. 7), we have

T ∗C2 = TC + (1− α)βtH. (16)

If f ∗(s) is a Gamma Laplace transform as expressed in (7), then
from (11), (12), (14), and (16), we have

E [T ∗B] =
3
δ

E[T ∗C] =
3
δ
−
(
λ

γδ

)[
1−

(
1

V λγ + 1

) 1
V λ2
]

E [T ∗C1] =
2
δ

+
(

2λ2

µγδ

)[
1−

(
1

V λµ+ 1

) 1
V λ2
]

×
[
γ

λ
− 1 +

(
1

V λγ + 1

) 1
V λ2
]

E [T ∗C2] =
2
δ

+
(
λ2

µγδ

)[
1−

(
1

V λµ+ 1

) 1
V λ2
]

×
[
γ

λ
− 1 +

(
1

V λγ + 1

) 1
V λ2
]
.

Fig. 14 plots the E[T ∗x ] curves where µ = 10λ and V = 1/λ2.
Similar results are observed for different µ and V values, which
will not be presented in this paper. The figure indicates that, for
C, C1, and C2, E[T ∗x ] increases as γ (the incoming-call arrival
rate) increases. In this scenario, E[T ∗C1] is limited to 2.2/δ (less
than 10% extra overhead for the normal incoming call setup
of the C1 scheme), and E[T ∗C2] is limited to 2.1/δ (less than
5% extra overhead for the normal incoming call setup of the
C2 scheme). For the C scheme, E[T ∗C] approaches E[T ∗B] as γ
increases. The figure also indicates that as the registration rate λ
increases, the call-setup time decreases for C, C1, and C2. This
phenomenon is due to the fact that α increases as λ increases,
and it is more likely that the S-CSCF record is valid when the
first incoming call arrives.

V. CONCLUSION

The IMS network provides multimedia services for UMTS.
This paper investigated the performance of the IMS incoming
call setup, and proposed cache schemes with fault tolerance to
speed up the incoming-call-setup process. Our study indicated
that by utilizing the I-CSCF cache, the average incoming-call-
setup time can be effectively reduced, and smaller I-CSCF
timeout threshold can be set to support early detection of
incomplete call setups. To enhance fault tolerance, the I-CSCF
cache is periodically checkpointed into a backup storage. When
an I-CSCF failure occurs, the I-CSCF cache content can be
restored from the backup storage. Since the checkpointing
process is conducted in the background, this activity does not
affect the incoming-call-setup delays. As a final remark, if both
the I-CSCF and the HSS fail, the S-CSCF records can only
be recovered from the backup. In this case, our checkpoint
schemes can significantly enhance the availability and fault
tolerance of the IMS network.
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