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A robust wavelet-based image hiding methods, that hide still images, E, inside a 

covered image, C, to establish a composite image, P, are presented. We can hide up to 
three full-size embedded images inside a cover image while maintaining the quality of 
the composite image. The embedded images retain easily recognizable when extracted. 
The embedded images can be extracted fairly completely even when lossy compression 
or cropping is applied to the composite image. The proposed method does not require the 
original cover image to extract the embedded image.   
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1. INTRODUCTION 
 

Image hiding involves embedding images E into a cover image C to establish a 
composite image, P, that is perceptually similar to C. Image hiding is similar to digitally 
watermarking an image [1-3]. The difference is that image hiding conveys information 
about E, while a watermark conveys information about C. In the image hiding applica-
tion, much more hidden information should be carried.  

Image hiding methods can be divided into either spatial-domain or frequency-   
domain. Spatial-domain approaches are discussed in [4-9]. In these approaches, the hid-
den information is stored in the least significant bits (LSBs) of the pixels of the cover 
image. Spatial-domain techniques are intuitive but not robust. The composite image usu-
ally cannot be processed using operations such as intensity enhancement, resampling, 
requantization, image enhancement, cropping, and lossy image compression like JPEG. 

Frequency domain techniques [10-20] take advantage of the human visual system’s 
low sensitivity to high and middle frequency information. A common transform frame-
work is the block-based discrete cosine transform (DCT) [10-20]. Typically, DCT-based 
methods divide the cover image into 8 × 8 pixel blocks and apply the DCT transform to 
each block. Note that hidden information inserted into the high frequencies is vulnerable 
to attack. Conversely, information insertion into the low frequencies may be seen. Thus, 
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in DCT approaches the middle-frequency information of the cover image is modified 
according to the embedded image to create the composite image. The embedded image 
can be extracted by subtracting the discrete cosine transforms of the composite image 
from the original image. 

DCT based techniques require an original cover image C to extract E from P. Actu-
ally, many of the previous methods need C to extract E from P [1-14], but it is desirable 
to be able to extract E without knowing C. The ability to detect a hidden image without 
the original image introduces a very challenging problem especially if robustness is also 
desirable. 

In this paper we present a wavelet-based image hiding method. The proposed 
method has several advantages. We can hide up to three full size images while maintain-
ing the perceptibility of the extracted embedded images. The PSNR define value of the 
composite image is above 32dB, so that means the composite image is perceptually very 
similar to the original cover image, while the embedded image is not visible in the com-
posite image. The proposed method is robust. Even when a quarter of the composite im-
age is removed, we still can extract a perceptible embedded image. Furthermore, the 
embedded image is difficult to remove or steal. Images can be removed only when the 
high-pass filter and the low-pass filter employed in the wavelet transform are available. 
Finally, the proposed method does not require the original cover image to extract the 
embedded image.   

In the next section, we will briefly review the wavelet transform. The proposed 
method is presented in section 3. Section 4 shows experimental results. We give conclu-
sions in section 5.  

2. 2-D DISCRETE WAVELET TRANSFORM 

A two-dimensional discrete wavelet transform [21, 22] and its inverse are the exten-
sion of the one-dimensional discrete wavelet transform. They are implemented using a 
one-dimensional DWT and IDWT along each of the x and y coordinates. In other words, 
we apply a low-pass filter and a high-pass filter along each of the two coordinates. We 
then decompose the original image into four sub-images as follows: 
 
1. LL: obtained by applying low-pass filters on both coordinates. 
2. HL and LH: obtained by applying the high-pass filter on one coordinate and the 

low-pass filter on the other coordinate.  
3. HH: obtained by applying the high-pass filter on both coordinates.  
 

A commonly used wavelet transform is a three-stage wavelet transform (Eq. (1)) as 
shown in Fig. 1.  

 
W(x, y, t) = DWT 3(f(x, y, t)), for x, y ∀ 0 ≤ t ≤ T − 1.                       (1) 
 
In the first stage of the transform, we split the original image into four quarter-size 

images, the upper left (LL1), the upper right (HL1), the lower left (LH1), and the lower  
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Fig. 1. (a) The first stage of a 2-D wavelet transform, (b) a two-stage wavelet transform, and (c) a 
three-stage wavelet transform. 

 
right (HH1). In the subsequent stages, LLi, i ≥ 1, is recursively decomposed into four 
quarter-size components denoted LLi+1, LHi+1, HLi+1, and HHi+1.   

Given the wavelet coefficients of an image f(x, y), f(x, y) can be reconstructed using 
the wavelet coefficients as well as LL3. Note that, LL3 is the region that contains the low-
est frequency information. Because the human vision is sensitive to low spatial frequen-
cies, LL3 is the most important component in the reconstruction process.   

3. THE PROPOSED METHODS 

This section presents the methods for embedding one or three images into a cover 
image. We then show that recognizable embedded images can be extracted even when a 
part of the composite image is removed. This method was developed based on the fol-
lowing observations.  
 
1. An image embedded in the high frequencies is vulnerable to attack. However, images 

embedded in the low frequencies may be visible.  
2. LL1, LL2, and LL3 in a three-stage wavelet transform are the most important compo-

nents for reconstructing an embedded image. As long as these three components are 
available, we can reconstruct an image that is perceptibly similar to the original em-
bedded image.  

 
In the following, we use C(x, y) to denote a cover image and E(x, y) to denote an 

image to be hidden into C(x, y). 
 
3.1 Embedding One Image 
 

Given two images C(x, y) and E(x, y), we establish an image P(x, y) that is percep-
tually similar to C(x, y). Furthermore, P(x, y) carries an image Ê(x, y) that is perceptually 
similar to E(x, y). P(x, y) is established in the following way. We first expand C(x, y) and 
E(x, y) in terms of the three-stage wavelet coefficients as shown in Fig. 2. The wavelets 
coefficients are denoted XYi where X represents an image, Y = {LL, HL, LH, HH}, and i = 
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Fig. 2. The block HH1 is replaced by ELL1

, HH2 is replaced by ELL2
, and HH3 is replaced by ELL3

. 

 
1, 2, 3 for the three scales. To construct the image Ê(x, y) with the least amount of infor-
mation possible, we use the low frequency components ELL1, ELL2, and ELL3. We embed 
ELL1, ELL2, and ELL3 into C(x, y) to establish P(x, y). Because human vision is not very 
sensitive to high spatial frequencies, we replace the wavelet coefficients CHH1 with ELL1, 
CHH2 with ELL2, and CHH3 with ELL3 (Fig. 2). The inverse wavelet transform is then ap-
plied to the resulting image to establish P(x, y).  

Extraction Ê(x, y) starts with applying a three-stage wavelet transform to P(x, y). 
Note that PHH1, PHH2, and PHH3 are the components replaced by ELL1, ELL2, and ELL3. If we 
take PHH1 as the low frequency component of an image E1LL1, and assign E1HL1, E1LH1, 
and E1HH1 as zero, we can reconstruct the image E1. Similarly, we can obtain E2 and E3 
from PHH2, and PHH3. Because E1, E2, and E3 are reconstructed from the low frequency 
components of E(x, y), these images are perceptually similar to E(x, y). Finally, Ê(x, y) is 
then obtained by averaging the three images E1, E2, and E3. 
 
3.2 Embedding Tree Images 
 

This wavelet approach can be extended to embed three images into a cover image. 
In the proposed extension, a composite wavelet transform is employed to decompose the 
cover image.  

Given a cover image C(x, y) and three images E1(x, y), E2(x, y), and E3(x, y) that are 
embedded into C(x, y), we apply a three-stage wavelet transform to each Ei(x, y). C(x, y) 
is processed differently. We first apply a three-stage wavelet transform to C(x, y), and 
then we apply a two-stage wavelet transform to each of HL1, LH1, and HH1. The resultant 
composite wavelet transform is shown pictorially in Fig. 3 (b).  

To embed three images into C(x, y), we substitute certain components of C(x, y) 
with those of Ei(x, y) as shown in Fig. 4, and as follows: 

 
CHH3 is replaced by 

3

1 .LLE  

CHL1HH2 is replaced by 
3

1 .HLE  

CLL1HH2 is replaced by 
3
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CHH1HH1 is replaced by 
2
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2
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CLH1HH1 is replaced by 
2
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Fig. 3. The wavelet transform applied to C(x, y) in the case of three embedded images. 
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Fig. 4. The substitutions for embedding three images. 

 
Appling an inverse of this resultant composite wavelet transform to the image after 

the substitutions stated above establishes the composite image P(x, y).  
Extracting the three embedded images starts with the composite wavelet transforms. 

The replaced components obtained from the three embedded images are employed to 
reconstruct Ê1(x, y), Ê2(x, y), and Ê3(x, y).  
 
3.3 Scrambling the Embedded Information 
 

Scrambling the embedded information involves rearranging the pixels in the substi-
tuted images (ELL1, ELL2, and ELL3 for embedding one image, or 

3 3 3

1 1 1,  ,  ,LL HL LHE E E  

2 2 2

1 2 3,  ,  and HH LL LLE E E  for embedding three images). Scrambling is to ensure security  
and robustness.  
 
1. If a scrambler is applied, the embedded images can be extracted only when the scram-

bling function and the low-pass and high-pass filters are available.  
2. Because the embedded information is scrambled, neighboring pixels in the embedded 

information are spread over the entire area of the composite image after IDWT. Sup-
pose that an area in P(x, y) is cut away, then part of the embedded information is also 
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lost. Because the lost information is a set of non-neighboring pixels in the embedded 
image, we are still able to extract perceptible embedded image(s). The scrambling 
functions are implemented using a scrambling array which itself is generated using a 
random number generator. 

          
(a) Composite image (PSNR = 32.51dB).              (b) Wavelet domain.                

          
(c) Cover image.                        (d) Embeded image 1.  

          
(e) Extracted cover image (PSNR = 33.12dB).   (f) Extracted image 1 (PSNR = 22.27dB).  

Fig. 5. (a) Composite image. (b) Composite image in the wavelet domain. (c) Original cover image. 
(d) Original embedded image. (e) Extracted cover image. (f) Extracted embedded image. 
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4. EXPERIMENTAL RESULTS 

In this section, we present experimental results. In the case of embedding one image, 
we embed an image (Fig. 5 (d)) that has the same size (512 by 512) as the cover image 
(Fig. 5 (c)). Fig. 5 (a) shows the composite image. The PSNR value of the composite 
image is above 32.51 dB. Fig. 5 (b) shows the wavelet domain image in which the em-
bedded information is scrambled. Fig. 5 (e) shows the cover image after the embedded 
image was extracted. It has PSNR 33.12 dB compared to the original cover image. Fig. 5 
(f) shows the extracted embedded image. It has PSNR 22.27 dB compared to the original 
embedded image. Although the PSNR is less than 30 dB, Fig. 5 (f) is perceptually similar 
to Fig. 5 (d).  

Fig. 6 demonstrates the resistance of the proposed method to cropping. In Fig. 6 (a), 
a small portion of the composite image was removed. Fig. 6 (c) shows the cover image 
after embedded images was extracted and Fig. 6 (e) is the extracted embedded image. 
The extracted embedded image has PSNR 20.50 dB. Even though it has a low PSNR, it 
can still be easily recognized. Fig. 6 (b) shows a case in which we cut a quarter of the 
composite image away. Fig. 6 (d) shows the cover image after the embedded image was 
extracted. The extracted embedded image is shown in Fig. 6 (f). The PSNR dropped to 
13.56 dB. However, it is still recognizable.   

          
(a) Composite image (PSNR = 25.61dB).    (b) Composite image (PSNR = 11.84dB).  

          
(c) Extracted cover image (PSNR = 25.57dB).  (d) Extracted cover image (PSNR = 11.90dB).                      

Fig. 6. (a) Composite image containing a small missing part. (b) Cover image after the embedded 
image was extracted. (c) Extracted embedded image. (d) Upper right quarter of the compos-
ite image was removed. (e) Cover image after the embedded image was extracted. (f) Ex-
tracted embedded image. 
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(e) Extracted image (PSNR = 20.50dB).      (f) Extracted image 1 (PSNR = 13.56dB).               

Fig. 6. (Cont’d) (a) Composite image containing a small missing part. (b) Cover image after the 
embedded image was extracted. (c) Extracted embedded image. (d) Upper right quarter of 
the composite image was removed. (e) Cover image after the embedded image was ex-
tracted. (f) Extracted embedded image. 

          
(a) Composite image+JPEG (PSNR = 21.36dB).  (b) Extracted image from (a) (PSNR =18.21dB). 

          
(c) Composite image+Nosie+JPEG             (d) Extracted image from (c)  

(PSNR = 18.74dB).                         (PSNR = 16.83dB). 

Fig. 7. (a) Composite image after JPEG compression. (b) Extracted embedded image from (a). (c) 
Composite image after JPEG compression and adding noise. (d) Extracted embedded image 
from (c). 

 
Fig. 7 (a) shows the composite image after being compressed using JPEG with a 

90% compression ratio. The extracted embedded image is shown in Fig. 7 (b). Fig. 7 (c) 
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Fig. 8. (a) Composite image. (c, e, g) The three embedded images. (b) Extracted cover image. (d, f, 
h) Extracted embedded images. 

shows the compressed composite image with noises added. The extracted embedded im-
age is shown in Fig. 7 (d). These results show that, after JPEG compression and adding 
noise, a perceptible embedded image can still be extracted. 

This method can embed up to three images while maintaining recognizability of the 
three extracted embedded images. In this experiment, the cover image was the same as in 
the previous experiment. Fig. 8 (a) shows the composite image, which has PSNR 32.16 
dB and Fig. 8 (c), (e) and (g) are the three embedded images. All images are 512 by 512 
pixels. Fig. 8 (b) shows the extracted cover image, which has PSNR 32.91 dB. Fig. 8 (d), 
(f) and (h) show the extracted images, which have PSNR values of 17.65 dB, 22.48 dB, 
and 4.59 dB, respectively.    

          
(a) Composite image (PSNR = 32.16dB).    (b) Extracted cover image (PSNR= 32.91dB).  

         
(c) Embeded image 1.          (d) Extracted image 1 (PSNR = 17.65dB). 

          
(e) Embeded image 2.            (f) Extracted image 2 (PSNR = 22.46dB). 
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(g) Embeded image 3.            (h) Extracted image 3 (PSNR = 4.59dB). 

Fig. 8. (Cont’d) (a) Composite image. (c, e, g) The three embedded images. (b) Extracted cover 
image. (d, f, h) Extracted embedded images. 

5. CONCLUSIONS 

We presented an easy, yet effective method to embed one to three images into an-
other image. The PSNR of the composite images were above 32 dB for cases when one 
image or three images were embedded. In both cases, perceptible embedded images can 
be extracted. This method is very robust. We have shown that we can extract recogniz-
able embedded image even when one quarter of the composite image was removed. 
When other operations, such as JPEG compression and adding noise, were applied to the 
composite images, the embedded images can still be extracted.  

In all of our experiments, we embedded one full size image or three full size images. 
If the size of the embedded image is smaller, the PSNR of the extracted embedded im-
ages would be further improved. We believe that the robustness can also be improved. 
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