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Abstract

A fault-tolerant progressive image transmission method is proposed. The advantages include the following: (1) Unlike most
progressive methods, the image is divided intparts with equal importance to avoid worrying about which part is lost or
transmitted first. (2) If the image is a secret image, then the transmission candistenct channels (one shared result per
channel), and intercepting up t9 — 1 channels by the enemiy; < - - - <r; <n are all pre-set constants) will not reveal any
secret. Meanwhile, the disconnection upite- r;, channels will not affect the lossless recovery of the secret image.
© 2005 Pattern Recognition Society. Published by Elsevier Ltd. All rights reserved.
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1. Introduction Blakley [5] and Shamir[6] first proposed the idea of
secret sharing, known as the n) threshold scheme. In their
Traditionally, when an image is transmitted in a progres- (r, n) threshold scheme, the system consists of a dealer and
sive way, the information contained in the image is par- n participants; the dealer distributes a secret numberrinto
titioned into several parts and the most significant part is shares and each participant holds one share. Lateshires
transmitted first while the least significant part is transmit- are received, then the secret number can be revealed. If less
ted last. If the most significant part is damaged or lost, the thanr shares are received, then no information about the
recovered image will be significantly degraded. Therefore, Ssecret number can be revealed. This secret sharing scheme is
a “fault-tolerant” progressive image transmission system is fault-tolerant in the sense that-r shares can be lost during
more useful. In most researchds-3] about progressive im-  the reconstruction (because omlghares are needed).
age transmission, the receiver can immediately stop trans- Thien and Lin[4] applied the idea in Ref6] to share a
mitting an image if the received rough version of the im- secret image and generatechadow images (the detail is
age shows that the image being received (for example, a jet described in Section 2). The size of each shadow image was
airplane) is not the one the receiver desired (for example, only 1/ of the original secret image. The secret image can
Lena). However, none of these methods is fault-tolerant. The be recovered if of then shadow images were received. Due
goal of the current paper is therefore a fault-tolerant pro- to the smaller sizg1/r) of the shadow images, the total
gressive image transmission method. This goal is achieved transmission time needed to recover an image (by receiving
through the careful use of an image sharing techniglle ~ r shadow images) would not increase.
derived from Ref][5,6]. In the scheme of Thien and Lid], if less tharr shadow
images were received, people could not get any information
about the secret image. In the current paper, a progressive
_ version of image sharing is proposed. The user can set sev-
* Corresponding author. Fax: +886 3572 1490. eral thresholds, namely, thehresholdsri <ro--- <rp=r.
E-mail addressgis88811@cis.nctu.edu.t@.-C. Lin). If less thanry shared results are received, nothing can be
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revealed. However, if; shared results are received, a rough
version of the original image can be revealed; then, for each
s> 1, if ry shared results are received and> ry — 1, the
quality of the recovered image is better than the one using
rs—1 shared results. Finally, if, shared results are received,
the image can be recovered without any loss. Therefore, the
absence ofi — r; shared results cannot affect the lossless
recovery.

Notably, since the content of each shared result of an
original (secret) image always looks noisy, an attack from
hackers is quite likely. Therefore, a data-hiding metfidd
is utilized to hide the shared results in some host images
to form stego images, which look ordinary instead of being
noisy, to avoid attracting the hackers’ attent{8r10].

Section 2 introduces the secret image sharing method
proposed by Thien and Lif4]. Section 3 describes the
details of our scheme. Section 4 discusses the decoding
phase. Section 5 provides the experimental result. Finally,
Section 6 discusses the design to control quality.

2. Thien and Lin’s secret image sharing method

Thien and Lin[4] proposed a method to share a secret
image based on Shamif6] polynomial threshold scheme
with a prime numbep. The image is divided into several
non-overlapping sectors, and each sector hpixels. For
each sectoy, ther coefficientsag, az, .. ., a,_1 of the cor-
responding polynomial

gj(x)=ap+a1 xx+---+a_1x x"~Y(modp)

are assigned as the gray values of the pixels in the
sector. Thewth shadow image is the collectidg ; (w)|j =
1,2,...,original image sizgr}. Since each sectgrwhich
hasr pixels, contributes only one pixel;(w) to the wth
shadow image, the size of theth shadow image is only
1/r of the secret image. This property holds for every:
{1,2,3,...,p—1}

3. Proposed method

The scheme is illustrated Fig. 1 First, a bit-plane scan-
ning method rearranges the gray value information of the
original image. Then, the rearranged data are shared. Finally,
the shared results are hidden in some host images.

Step 1. Bit plane scanning to rearrange dafrst, let
the k threshold values, ro, ..., r; be assigned so that
r1<r2< --- <ry =r. Thek thresholds denote the distinct
number of shared results needed to recover the image with
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Fig. 1. The flow chart of our method (the encoding phase).

MSB LSB
128 64 32 16 8 4 2 1
Pixel A= 166 = (1 0 1 0 0 1 1 0, )
PixelB=167=(1 0 1 0 Q i 1 1,)
PixelC=164=(1 |0 1 Q q 1 0 0,)
PixelD=166=(1 0 1 q il 1 0,)
Pixel E=168= (1 0 1 i 0 0 0, )
Pixel F=165=(1] 0 1 0 g 1 0 15)
Pixel G=163=(1 0 1 q 0 1 1,)
PixelH=166=(1 0 1 q i 1 0,)
Pixell=168=(1, 0, 1, 0 3 Q0 p 02)

Fig. 2. The sequence of scanning the 8 bit planes. Note that
RSUM=r1 + rp + - -- + ry pixels are scanned for each sector.

Below, we discuss how to scan the image and generate the
rearranged data. To begin the process, the original image is
divided into several non-overlapping sectors, and the sectors
are processed one by one. Each sector alwaysRI$sM
pixels (RSUM=r1 +rp + - - - + r¢). Since each pixel has
8 bits in the gray-level image, each sector has & ro> +
-+ 4 r) bits. We then rearrange these bits to get another
r1 + r2 + --- + r; values; each of them is still an 8-hbit
number ranging from 0 to 255. For examplek i£ 3 and 2,

distinct quality levels. For example, a quite rough image can 3, 4 as the three threshold values, then each sector contains
be recovered wherm shared results are received. Then, the 243+ 4=09 pixels. Without the loss of generality, let the 9
image quality gradually improves when more shared results pixels of the sector being discussed have the gray values 166,
are received. Finally, the image can be recovered completely 167, 164, 166, 168, 165, 163, 166, and 168, respectively. By
whenr, shared results are received. the rearranging process, shownFig. 2, the 9 transformed
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values of the sector are 255, 128, 63, 224, 0, 143, 171, 76,

and 140. The details are shown below. The 9 input pixels
{A,B,C,D,E,F,G, H,1I}are

A =166= (1010 01100 = (A1A2A3A4A5A6A7Ag)2,
B =167= (1010 011}, = (B1B2B3B4B5BgB7Bg)2,

C =164= (1010 0100, = (C1C2C3C4C5C6C7C8)7,
D =166= (1010 0110, = (D1D2D3D4D5DegD7Dg)>,
E =168= (1010 1000, = (E1E2E3E4E5E6E7Eg)>,
F =165= (1010 010}y = (F1F2F3F4F5FsF7Fg)o,

G =163= (1010 0011y = (G1G2G3G4G5GeG7Gg)2,
H =166= (1010 0110, = (H1H2H3H4H5HgH7 Hg) 2,
1 =168= (1010 10007 = (I11213141516171g)>.

Now we scan these 8 9 = 72 bits according to the order
specified inFig. 2 i.e. the 9 most significant bits (MSB)
first (A1, B1, ..., I1); then the 9 second-most significant
bits (A2, By, ..., I); then the 9 third-most significant bits
(A3, Bs3, ..., I3), etc. Therefore we obtain a rearranged 72-
bit data set(A1, B1,...,11,A2, B2, ..., I, A3, B3, ...,

I3, ..., Ag, Bs, ..., Ig). If we read these 72 bits (according
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for the current sector. For each participant {1,2,3, ...,
p — 1}, the collection

(i) . original image size
; =32...,—
{f, lj=12..., SN

and i =1,2,....,k (4)

is called the wth shared resultSRw). Notably, since
each sector haRSUM = ry + rp + -+ + r; pixels,
the total number of sectors that we have jigax =
original image sizégRSUM In addition, each shared result
SRw) receives onlk numbersffl)(w) ~ fj(k)(w) gener-
ated from sectof, which is anR{SUMpier region of the
original image. Therefore, the size of each shared result is
k/RSUM=k/(r1+rp + - - -+ r) of the original image. In

the above example, this ratio -ﬁrgﬁ = %

(Optional) Step3: Hiding the shared results in some host
images The contents of the shared results look noisy. There-
fore, in the special case where the original image is an im-
portant secret image, the shared results should be hidden in

to the above order), and explain them as 9 numbers (eachsome host images to form stego images which look ordinary
one is an 8-bit number), then we can obtain the rearranged (non-noisy) to avoid attracting an attacker's attention. The

result for this sector, namely, the following 9 values:

(A1B1C1D1E1F1G1Hy)2 = (1111 1113, = 255,
(I1A2B2C2D2E2F2G2)p = (1000 0000, = 128,
(H212A3B3C3D4E4F3)2 = (0011 11135 = 63,
(G3H313A4B4C4D4E4)2 = (1110 0000, = 224,
(F4G 4H4l4A5B5CsD5)» = (0000 0000, = 0,
(EsF5G5HsI5A6B6Ce)2 = (1000 1113, = 143,
(DeEeFeGeHplgA7B7)2 = (1010 1011, =171,
(C7D7E7F7G7H717Ag)2 = (0100 1100, = 76,
(BgCgDgEgFgGgHglg)o = (1000 1100, = 140.

Step 2. SharingRecall that in our example above, we
assumed thaty = 2,rp = 3,r3 = 4, and therefore each
sector has 9 pixels. In Step 1, we already transformed
the 9 pixels {166, 167, 164 166 168 165 163 166, 168}
of the current sector (say, Sectpr into 9 new values
{255 128 63,224, 0,143 171, 76, 140}. Now, the first
r1 = 2 transformed valuef255 128} forms the first poly-
nomial
17 (1) = (255+ 128¢) mod 257 @

for the current sector. Then, the next = 3 transformed
values{63, 224, 0} forms the second polynomial

@)

for the current sector. Finally, the fingl=r3=4 transformed
values{143 171, 76, 140} forms the final polynomial

12 (x) = (63+ 224x + 0x?) mod 257

fj3(x) = (143+ 171x + 76x2 + 140x3) mod 257 (3)

hiding algorithm that we use here is one we developed earlier
(similar to the one used in Section 2.3 of Rf). Note that

the size of each shared result is abbutry +rp+- - - +rg)

of the original image; therefore, the size of each stego
image is about 2/(r1 + r2 + --- + r) of the original
image.

4. Decoding phase

The recovery of the original image includes three steps:
extracting the shared results from stego images; recovering
the rearranged values from the shared results; and restoring
the pixel values from the rearranged values.

Stepl: Extracting the shared results from stego images
This step needs only simple operations such as division,
addition, and multiplication. The procedure is similar
to the one used in Section 2.3 of Rd¥], and hence
omitted.

Step2: Recovering the rearranged values from the shared
results To illustrate this step, let us inspect the example
given in Eqgs. (1)—(3) where=3 threshold values were used
(rp. = 2,r» = 3,r3 = 4). According to Eq. (4), the shared
result held by participany is

sRw) =iV @), £2w), £ w), 5)
J

wherej ranges through all possible sectors contained in
the original image. Now, in the decoding phase, assume
that we receive two shared results, s&§1) and SR4).



S. Chen, J.-C. Lin / Pattern Recognition 38 (2005) 2466—2471 2469

Then, since and/ are revealed as (1010), (1010), (1010), (1010), (1010),
respectively (se€ig. 2).

sro=U{rP@. rPw. rPw)
! 5. Experiment

and

The experimental result is shown iRigs. 3-5and
Table 1 The input is the image Lena shown in
Fig. 3 which is shared by our progressive scheme. In
the experiment, we us& = 4 thresholds, which are
(r1=2)<(rp=3) < (r3=4) < (r4=rr =5). We generate,
we can reveal the ValU@@}(l) (@h) andf}l) (4) for each sector  say,n =6 shares, and then the 6 shared results are hidden in
j. Therefore, the coefficients 255 and 128 of the polynomial six hostimages to generate 6 stego imagés.4 shows the
f(l)(x) defined in Eq. (1) can be determined (through the Stego images. ThePSNR range from 34.20 to 34.49. No-

A a tably, the size of each host image and each stego image in

two points (1, f (1) and (4, f (4)), a unique line is this experiment is 388 388=2 x [512x 512x 5 4 1,
determined: and the equation of this unique interpolation 4 T 2+3+4+5%
polynomial of degree 1 can be found by using Lagrange’s 107 912 512X 53777y (the original image size multi-
interpolation [see Section 3.2 of RéA]]). plied by k/(r1 + r2 +_~ -+ ry)) is the size of each she_lred

In the process of progressive transmission, assume thatr(?SU|F' The fgctor 2 is due to the fact that the stego image
Wwe receive one more shared result, say, besgR$) and size is two times greater than the data (the shared result)

SR4), we also receiv&R5). Then, since hidden inside. _ _
Fig. 5shows the images recovered from various numbers

of the stego imaged=ig. 5@) shows the recovered image
SR5) = U{f;l) (5), f}z) (5), f]@) 5)}, when “any” two of the stego images Fig. 4 are available.
j The recovered image has a poor quality becaus@8i&R
is only 14.57 dbFig. 5b) shows the recovered image when
we can extract the valueg; @), 7 @ (4), and f; 2(5). any of the three stego images are available; the recovered
Again, by using Lagrange’s lnterpolatlon we cari find the image has a better quality (29.28 djg. 5(c) shows the
unique interpolation polynomial through the three points recovered image when any four of these stego images are
@ f ;2)(1)), (4, f}z)(4)), and (5, f}z) (5)). Therefore, the available; the recovered image has an even better quality
3 coefficients(63, 224 0} of f§2) (x) defined in (2) can be (48.46 d.b).Fig. 4§hows the recoyered 'image when any five
) J of the six stego images are available; the recovered image
obtained. Therefore, {255, 128; 63, 224, 0} are all known

when we receive three shared resu81), SR4), and Is lossless.
SR5).

An analogous argument shows that we can know all 9
coefficients in Egs. (1)—(3) if we receive 4 shared results,
say,SR1), SR4), SR5), andSR?8).

Step3: Restoring the pixel values from the rearranged
values After obtaining the rearranged values in the pre-
vious step, the values can be transformed back to re-
store the pixels of the original image. For example, if
{255 128 and {63,224 0} are recovered in the previ-
ous step (assuming that three shared results are received),
then 255= (1111 111},,128 = (1000 0000,, 63 =
(0011 1113, 224= (1110 0000, and 0= (0000 0000,
together form a sequence of 40 bits, i.e. (1111 1111 1000
0000 0011 1111 1210 0000 0000 0000). If we restore these
40 bits according to the scan order listed Rig. 2, we
can restore at leagd0/9] = 4 of the most significant bits
of the 9 pixelsA-I. In fact, 40— 9 x 4 = 4 implies that
the first four pixels(A-D) can each recover one more bit.
Therefore the[40/9]1 = 5 of the most significant bits of
the pixelsA, B, C, andD are revealed as (10100), (10100),
(10100), and (10100), respectively; while th€0/9] = 4
of the most significant bits of the pixelg, F, G, H, Fig. 3. The 512« 512 original image.

srRy =[P @. 1P, 1P @},

J
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Fig. 4. The six 388« 388 stego images (thieSNR range from 34.20 to 34.49).

(a)

Fig. 5. The recovered images revealed from various numbers of
stego images: (a) from any 2 stego imageSNR= 14.57); (b)
from any 3 stego image@PSNR= 29.28); (c) from any 4 stego
images(PSNR= 48.46); (d) from any 5 stego images (lossless).

6. Quality control design

It is possible to control the quality of the image recov-
ered from a small number of shared results. In some com-

Table 1
PSNR for the three kinds of thresholds-setting that are all com-
posed of 3, 4, and 5 shared results

Number of Thresholds-setting
stego images
3,4,5 3,4,5/55 3,3,34,5
(12 pixels/sector) (22 pixels/sector) (18 pixel/sector)
3 20.01 13.15 31.11
4 42.70 20.00 46.38
5 Lossless Lossless Lossless

mercial applications (for example, a cable system whose
image quality depends on the amount of money paid by
the viewer), if a viewer has, say, only 3 shared results,
the copyright owner may require that the unveiled quality
should be poor. In some other applications (for example,
the hot line between two police stations), the requirement
might be that only 3 shared results can still provide good-
quality recovery. To control quality, we may repeat some
threshold values in the design. For example, consider a de-
sign where the threshold values §824, 5}. If we use only
three threshold value§, = 3, o = 4, r3 = 5}, we get the
results shown in the middle column @&ble % i.e. 20.01

and 42.7 db when we receive 3 and 4 shared results, respec-
tively. (There are 3+ 4+ 5= 12 pixels per sector in this
case; for we construct 3 polynomials for each sector, and
these 3 polynomials have 3, 4, and 5 coefficients, respec-
tively.) In some business applications, their systems may
want to reveal only poor quality images when customers
purchase less than 5 shared results. The thresholds-setting
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{ri=38,rp=4,r3=5,r4=05, r5 =5} is then a solution
for this, becal_Jse only abougm x 8= L 75 X 8 ~

2.5 of the 8 bits are revealed for each pixel When 4 shared
results are received. (There aret#4 + 5+ 5+ 5=22
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7. Conclusion

There are several characteristics in the proposed progres-
sive image sharing scheme, including (1) the scheme is fault
tolerant (allowing: —r stego images to be lost or damaged);
(2) the shared results are equally important, so there is no
need to worry about which part is lost or transmitted first;
(3) the scheme is secure (less tharshared results cannot
reveal any information about the image); and (4) quality-
control design is possible (as explained in Section 6).
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