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Abstract

Wireless local area networks (WLAN) and General Packet Ratio Service (GPRS) networks are two of the most widely used wireless

network systems. In this paper, we propose a mobility support for mobile host roaming between WLAN and GPRS networks. In addition, a

handoff decision model is presented to reduce the latency of the handoff procedure. The experimental results, including throughput, packet

delay and handoff latency are given to show the performance of our approach.

q 2005 Elsevier B.V. All rights reserved.
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1. Introduction

Over the past decade, Internet use has exploded with

people gaining rich information from the World Wide Web.

Meanwhile, technology has made wireless devices smaller,

less expensive and more powerful. Wireless networks have

become increasingly popular for accessing the Internet

because they enhance mobility. People can connect to the

Internet and remain on-line while roaming.

Wireless local area networks (WLAN) are the most

widely-used local wireless network system in schools,

offices, airports, etc. Some organizations provide free

WLAN service for their members. Although the data rate

for WLAN can run up to 54 Mbit/s based on the IEEE

802.11a standard, its coverage area, known as its hot spot, is

too small. There is no WLAN service outside of the hot spot.

Thus, users cannot leave the hot spot until all transmissions

are complete. On the other hand, General Packet Ratio

Service (GPRS), based on the GSM system, provides high
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mobility and ‘always on’ connectivity for mobile users.

However, the GPRS data rate is only up to 115 Kbit/s, and

the cost of data transmission is much greater than that for

WLANs. Therefore, mobile users like to have the two

systems in their mobile hosts (MH). This lets people use the

WLAN to access the Internet wherever it is available, yet

switch to a GPRS network when they leave the hot spot.

A procedure that enables roaming between GPRS

network and WLAN is known as vertical handoff. In order

to achieve vertical handoff, several issues, such as handoff

decision making, authentication, and mobility management,

have to be addressed.

Some work on handoff decision making for

WLAN/GPRS integrated networks has been reported in

the literature. In [1], the physical layer parameters, such as

received signal strength and signal decay, are used as

decision criteria to trigger the handoff. In [2], they present a

roaming scheme based on the relative bandwidth of WLAN

and GPRS. In addition to physical layer parameters and

network bandwidth, the network conditions, such as user

preference, packet delay and packet loss, may also be the

criteria for handoff decision.

After vertical handoff decision is made, we face the

authentication issue. The authentication for WLAN/GPRS

integrated networks can be divided into two approaches,

SIM-based and WLAN-based. In SIM-based authentication,

the roaming users are authenticated and charged using GSM

Subscriber Identity Module (SIM) [3]. The SIM-based
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authentication works well if the WLAN system is owned by

the GPRS operator. In [4], a WLAN-based authentication is

proposed for the WLAN/GPRS integrated networks in

which WLAN and GPRS networks can be owned by

different service providers or operators. In WLAN-based

authentication approach, an Authentication, Authorization,

and Accounting (AAA) server, which is installed in both

WLAN and GPRS networks, is required.

Next, the mobility management scheme that maintains a

connection’s continuity should be considered during

vertical handoff. Two major theories for mobility support

have been proposed: routing-based approach and pure-end

system approach.

In the routing-based approach, the home network has an

agent responsible for transferring packets between the

correspondent node (CN) and the MH. Mobile IP [5], a

standard of mobility support for IPv4 [6] that was drawn up

by the Internet Engineer Task Force (IETF), is the most

common solution for offering roaming in IP networks. Many

studies [7–9] are based on mobile IP to support the host’s

mobility. This approach does not require modifying the

correspondent nodes or its applications. However, mobile IP

does have some problems. First, an inefficient data flow,

called a triangular routing problem, exists in this kind of

approach. Second, mobile IP may not cooperate with

network address translation (NAT) protocol because the

IP address information was encapsulated in its registration

packet. In [10], a number of network-layer (IP-layer)

handoff optimization techniques, such as fast router

advertisement, fast router caching, and soft handoff, that

can improve handoff performance WLAN/GPRS integrated

networks are proposed. In [11], a UDP tunneling method is

presented to solve the NAT problem for Mobile IP.

In the pure-end system approach, the current TCP/IP

structure should be modified to support host mobility. The

Migrate Internet Mobility Project [12] is one of this studies

proposed by the Laboratory for Computer Science at MIT.

By modifying the transport layer and its applications at the

end users, no agent to transfer the data is needed and better

performance is achieved, compared to the routing-based

approach. Clearly, the pure-end system approach is not

compatible with the current network environment and is

difficult to promote.

The paper applies a routing-based approach to integrate

WLAN and GPRS networks to provide roaming service.

The proposed method can be simply applied to the current

network system without updating hardware or software.

Thus, the method can be promoted easily. The architecture

of our proposed system differs from the standard mobile IP.

We use a virtual network interface card (virtual NIC)

instead of a foreign agent. Since IP address starvation is a

serious problem, NAT protocol [13] is used widely. In order

to inter-operate with NAT, the UDP tunneling method is

applied in this system.

A handoff decision model which is designed to reduce

the packet loss rate and increasing throughput is also
proposed in this paper. By properly setting, both the

threshold and hysteresis, the MH can handoff before leaving

the hot spot, thus avoiding the so-called ping-pong effect. A

pre-handoff mechanism is proposed to place the GPRS in a

ready state before handoff occurs.

The remainder of this paper is organized as follows. In

Section 2, we describe our system architecture, the message

flow chart, and handoff decision model. Section 3 discusses

the implementation and performance of the proposed

method, and a conclusion is given in Section 4.
2. System architecture

In this section, we describe the proposed seamless

service framework including system architecture, the

functionality of each component, and the message sequence

chart of the process.

2.1. Seamless handoff agent and proxy

Note that a host can be reached by other hosts on the

Internet, depending on its IP address. If all hosts are fixed on

the Internet, the packets can be routed to their destinations

by examining the prefix of the destination IP address at each

router. However, this mechanism limits the host’s mobility.

For example, once an MH with a home IP address visits a

foreign network, two problems will occur. One, there is no

node in the home network to deal with packets destined to

the MH. And two, no node in the home network knows

where the MH is. One way to make the MH reachable is to

give the MH a new IP address with the foreign network’s

prefix. However, all previous connections are broken.

In order to provide mobility support for the MH, as

shown Fig. 1, a seamless handoff proxy (SH proxy) server is

added to the home network for forwarding the packets

destined to the MH. In addition, a software agent, called as

seamless handoff agent (SH agent), is installed in the MH

for tunneling mechanism and handoff management.

Now, follows a brief description of the system’s

operation. As shown in Fig. 2, let H address denote the

home IP address of the MH. SH agent binds H address to a

virtual NIC. Note that the MH has two physical NICs, the

WLAN NIC and the GPRS NIC. When MH moves to

WLAN, it receives a new IP address, denoted as W address,

from the foreign network. SH agent binds W address to the

WLAN NIC and registers address pair (H,W) to the SH

proxy. Similarly, when the mobile host moves to the GPRS

network, it registers address pair (H,G) to the SH proxy

where address G represents the new IP address received

from GPRS.

The applications in the MH use H address as the source

address to send the packet. The virtual NIC in the SH agent

accepts the packet and then the SH agent tunnels the packet

to the SH proxy. The SH proxy decapsulates the packet and

transfers it to the CN. If CN has a packet ready to send to
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MH, it uses H address as the destination address. The packet

will be delivered to the home network. The SH proxy

intercepts the packet destined to the H address and checks

the address binding table to see if the MH is connecting to

the WLAN or the GPRS. If the MH is connecting to WLAN,

then the SH proxy tunnels the packet with the W address as

the destination address to MH. After the MH receives the

packet, the SH agent decapsulates the packet and forwards

to the application via the virtual NIC.

In the following, we give a detailed description of the SH

agent and SH proxy.
2.1.1. SH agent

The functions of the SH agent can be divided into five

modules: the virtual NIC, sending module, receiving

module, control module, and user interface. Each module

is a thread independently operating in the system. Fig. 3
Mobile Host

Application
SH

Agent

W

G

H

Fig. 2. Brief account of th
depicts the relationships of modules in the SH agent.

Descriptions of the modules are given as follows:
1.
e sy
The virtual NIC is software that simulates a physical

network adapter. The MH’s home IP address is bound

with this virtual NIC. The connections established by

applications in MH use this virtual adapter to commu-

nicate with other nodes. The existing connections will

not be broken while roaming because the virtual NIC

would never change its IP address.
2.
 The sending module is responsible for transmitting

packets to the SH proxy. It catches packets from the

virtual NIC sent by applications, and then encapsulates

the packets as payload for new UDP packets (known as

UDP tunneling). Finally, it sends those tunneling packets

to the SH proxy with port number 5150 via physical

network adapters using existing routing rules set by the

control module.
SH
Proxy CN

stem operation.
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3.
 The receiving module is responsible for receiving

packets from the SH proxy. It receives tunneling packets

with port number 5051 from the SH proxy, and then

performs UDP decapsulation to get original packets.

Finally, it forwards the packets to the virtual NIC; after

that, the packets can be received by the corresponding

application.
4.
 The control module is responsible to monitor all states of

NICs, to select the working NIC and to execute

corresponding procedures such as registration, handoff,

and pre-handoff procedures. After the SH agent starts

operation, the control module initializes the routing table

and ARP cache. The routing table is modified according

to the NICs’ priority provided by the user. The WLAN or

GPRS NIC is assigned as the working NIC for the

tunneling packet. The control module also keeps an eye

on each NIC’s connection state until the SH agent stops

the service. If the working NIC is disconnected, the

control module should find another connectable NIC to

communicate with the SH proxy. If a NIC with a higher

priority than the current working NIC becomes con-

nectable, the control module should switch to the NIC

with the higher priority. The control module sends

control messages using the UDP channel established by

the receiving module. Thus, the SH proxy can collect

both the IP address and port number from the receiving

channel when the registration request or handoff request

arrives. Even if the IP address or port number is changed

by the NAT gateway, the SH proxy can still get a

routable address to tunnel packets back to the SH agent.
5.
 Finally, a user interface lets the user assign some system

parameters, such as the SH proxy IP address, home IP

address, priority of each NIC, and so on. The user

interface also shows the states of the system.

To manage all available NICs in MH, we built a table to

record necessary information for each NIC. Each entry in

the table includes the following fields: the NIC’s name,

description, current IP address of the NIC, gateway

information, connection type, priority of the NIC, current

state, and its index in the operating system. Note that the

connection type and priority of the NIC should be provided

by the user; this helps one to adopt a proper handoff policy,

and other information can be collected by the SH agent

itself.
2.1.2. SH proxy

Similarly, functions of the SH proxy can be divided into

four modules as given below and each module is a thread

operating independently in the system (see Fig. 4).
1.
 The ‘FromSHAgenttoCN’ module receives tunneling

packets from the SH agent, decapsulates those packets,

and sends the original packets to their target CNs.
2.
 The ‘FromCNtoSHAgent’ module catches packets

destined to the MH that has registered to the SH proxy,

and it also encapsulates these packets and tunnels them

back to the corresponding SH agent.
3.
 The control module deals with control messages like

registration or handoff requests. It collects necessary
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information to update SH agent information, and sends

corresponding messages back to SH agent. The SH proxy

stores information for registered SH agents in a table

called ‘SH agent information’. Each entry in the table

contains the registered SH agent’s Home IP address,

current IP address, and port number. Note that the current

IP address and port number are obtained from the header

of registration request or handoff request by the SH

proxy itself. The packet does not carry this information

in its payload.
4.
 The system administrator can configure the SH proxy by

user interface, and it also shows internal information like

the states of currently registered SH agents.
Table 1

Packet types

Packet name Type Code Extension

Tunneling packet 0 0 Original packet

Registration request 1 0

Registration reply 2 1Zaccept

2Zreject

MAC address

of gateway

Pre-handoff request 3 0
2.2. Packet structure

The packet format for the proposed method is introduced

as follows. As shown in Fig. 5, four fields, the type, ID,

code, and flag are defined. The type field gives the

indication of packet types. The packet types and related

information are summarized in Table 1. The ID field

contains the SH agent’s home IP address. We use this field

to identify the source node for the packet. The code field

records the SH proxy’s reply. The default value is zero.
IDUDP
header

 header ExtensionType Code Flags

Fig. 5. Packet fields.
The fourth field is reserved now. Depending on different

packet types, some extension is attached to the packet.
2.3. Handoff decision model

The Handoff Decision Model is designed in the control

modular of the SH agent. The goal of this model is to decide

when to handoff so as to improve system performance. We

assume the following: One, that GPRS is always available

anywhere. And two, if WLAN is available, WLAN is

chosen as the access network, because it has both a higher

data rate and lower cost.

The received signal strength (RSS) of WLAN varies with

many factors, including landforms, obstacles, power

strength of access point, etc. In general, RSS is related to

the distance between the transmitter and the receiver.
Pre-handoff reply 4 1

Handoff request 5 0

Handoff reply 6 1

SH agent deregistration 7 0

SH proxy stop 8 1
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According to [14], the following signal propagation model

may hold:

PðrÞ Z Pðr0ÞK10a logðr=r0Þ (1)

where P(r) is signal power, in dbm, received by a given MH

whose distance to the transmitter is r meters; P(r0) is the

signal power at a reference point whose distance to

transmitter is r0; the parameter a called the exponent

value, indicates the rate of path loss.

As shown in Fig. 6, suppose that an MH moves out from

the access point, and if the RSS is lower than threshold Tc,

the MH should perform handoff from WLAN to GPRS. In a

GPRS network, if MH requests to be active, then SGSN

moves the MH from standby to ready state. In ready state,

the MH is attached to GPRS mobility management (GMM)

and thus MH can receive and send data for all relevant

service types. Thus, before the RSS decreases to Tc in the

WLAN, MH should send a request to GPRS for activating.

Otherwise, the MH must wait until SGSN moves it from

standby state to ready state. This causes both longer packet

delay and packet loss.

In our decision model, prior to data transmission handoff

from the WLAN to the GPRS networks, the SH agent sends

a pre-handoff request to the SH proxy via the GPRS

network. This causes the SGSN to move the MH from

standby to ready state. We call this procedure ‘pre-handoff.’

Suppose that (1) when MH reaches point B (see Fig. 6), it

sends a pre-handoff packet, and (2) when MH reaches point

C, a handoff occurs (i.e. the RSS is Tc). The distance Dbc
between points B and C can by determined by:

Dbc Z th !vh

where vh is the moving speed of MH and th is the time for

performing the pre-handoff mechanism. A reference point A

with distance Da to the access point is selected to measure

the RSS in WLAN, say, Ta. One can then estimate the

distance Dc between AP and the point C by applying (1) as

follows.

Dc Z Da10ð1=10aÞðTaKTcÞ:

Similarly, one can apply (1) to find RSS Tb for the point

B by:

Tb Z Tc C10a logðDc=ðDb KDbcÞÞ

Therefore, when MH is moving and measures the RSS

of AP, if the RSS decreases to Tb, the pre-handoff

request should be sent periodically. This keeps GPRS

NIC and the state of HM in SGSN in a ready state.

When the RSS decreases to Tc, every thing is ready for

handoff. This way, one can reduce both the packet delay

and packet loss.
2.4. Message sequence chart

Below is an example to illustrate all of the message

sequences in this current approach. As shown in Fig. 7, the

IP address of the home network is 140.113.167.0. The two

visited networks are the WLAN network with an address of
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140.113.27.0 and the GPRS network with 211.79.33.0.

All IP addresses for MH are given by the dynamic host

configuration protocol (DHCP) servers. Assume that MH

starts from the GPRS network, moves to the WLAN

network and finally returns to the GPRS network. All

messages in this approach are listed below:
1.
 When the SH proxy starts service in the home network,

it sends an ARP request to get the gateway’s MAC

address. Then, two UDP channels are opened for the SH

agent. Ports 5150 and 5151 are assigned to receive

tunneling packets and control packets, respectively.

Note that the SH proxy also uses port 5151 to send

tunneling packets back to the SH agent.
2.
 The MH starts at the GPRS network and its SH agent

sends registration request to the SH proxy. If the SH

proxy accepts the request, it creates a new entry in the

‘SH agent information’ table to record related infor-

mation. The SH proxy then sends proxy ARP to inform

other nodes of the substitution for this MH, and sends

the registration reply to the SH agent.
3.
 After a successful registration, the application in MH

can communicate to CN. The application uses virtual

NIC to send packets. Thus, the source IP address of the

packets is 140.113.167.*. Next, the sending module of

the SH agent encapsulates the packets into a UDP

tunneling packet with a source IP address of

211.79.33.* and destination port 5150, and sends
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the tunneling packets to SH proxy via GPRS NIC. After

tunneling packets are received by the SH proxy, the

‘FromSHAgenttoCN’ module decapsulates the packets.

Then, the original packets are transmitted to their

destination using normal routing method.
4.
 CN receives the packets and transmits them back to the

MH.
5.
 The SH proxy collects the packets that destined to the

MH. By checking the IP address, the SH proxy finds the

corresponding entry in the ‘SH agent information’ table

and retrieves the current IP address for the MH. The

‘FromCNtoSHAgent’ module encapsulates these pack-

ets with a destination IP address of 211.79.33.* and

sends the tunneling packets to the SH agent via the

established UDP channel.
6.
 When the tunneling packets arrive at the SH agent, the

receiving module decapsulates these packets and then

delivers them to applications via virtual NIC.
7.
 If the control module decides to perform a handoff from

GPRS to WLAN, it changes the routing table and sends

a handoff request via WLAN NIC to the SH proxy. This

way, the SH proxy can update the IP address and port

number. After the handoff is complete, the SH agent

uses WLAN network for transmission.
8.
 When the RSS of WLAN is lower than Tb, the control

module decides to start the pre-handoff mechanism.

Thus, the SH agent sends the per-handoff message to

the SH proxy via GPRS NIC to prepare handoff. The SH

proxy simply returns this message to the sender. Note

that the pre-handoff mechanism is done to change the

MH state in the GPRS network from standby to ready.
9.
 The control module performs a handoff from WLAN to

GPRS if RSS of WLAN is lower than Tc. After a

successful handoff, the SH agent uses GPRS NIC to

send packets.
10.
 If the SH agent decides to go off-line, it sends an ‘SH

agent stop’ message to the SH proxy. Then, the

SH proxy removes the entry of the SH agent from

the ‘SH agent information’ table.
11.
 If the SH proxy wants to stop the service, it sends an

‘SH proxy stop’ message to all registered SH agents.
3. Implementation and evaluation

The following section describes the developing environ-

ment, test bed and performance evaluation for the proposed

system.
3.1. Developing environment

A laptop PC with two physical NICs, an Audiovox RTM

8000 GPRS card and a Lucent Orinoco volt 3.3 802.11b

WLAN card, were used as the MH. An SH agent was

developed in this PC. The operating system in the MH
was Microsoft windows XP professional. We used a desktop

PC as the SH proxy. The operating system in the SH proxy

was NT4.0. The CN was a desktop PC with some endpoint

testing software.

The IP address of the home network was 140.113.167.0.

The SH proxy’s IP address was 140.113.167.205 and the

mobile host’s home address was 140.113.167.242. Two

networks visited were the WLAN network with an address

of 140.113.27.0 and the GPRS network with 211.79.33.0,

respectively. The MH’s IP address in the visiting network

was automatically assigned by the DHCP server. The

operator of the GPRS network was Chunghwa Telecom, is

the largest telecommunications company in Taiwan. Note

that the ready timer of the GPRS mobility management

system expired after the MH idled more than 44 s, and the

transit time from standby to ready was 1–2 s. The CN was at

National Central University, ChungLi City, Taiwan, with an

IP address of 140.115.83.240. The distance between the MH

and CN was 40 km.

3.2. Performance analysis

The following experiment shows the packet delay, the

amount of packet loss caused by handoff latency, and

the benefit of the handoff decision model. In addition,

the compatibility of this approach with existing applications

is examined.

3.2.1. Packet delay

The packet delay of this method is caused mainly by the

tunneling mechanism. Since our method is based on the

routing-based approach, the triangular routing problem

exists. The round trip time (RTT) between the MH and CN

was measured in the experiment. The RTT was composed of

the packet transmitting time between the NH and SH proxy,

the time of performing encapsulation/decapsulation mech-

anism, and the RTT of the connection between the SH proxy

and CN. Both the quality of access network and the CPU

load significantly influences the RTT.

Figs. 8 and 9 show the RTTs of our method from the MH

to CN using the WLAN and GPRS networks, respectively.

When the MH was in the WLAN, the RTT varied from 109

to 1999 ms, with an average RTT of 595 ms. (The one-way

average was 297.5 ms.) When the MH was in the GPRS, the

RTT varied from 992 to 11571 ms, with an average RTT of

2330.7 ms and a one-way average of 1165.4 ms. Compared

to the system without mobility support, the one-way delays

caused by the mobility support mechanism were 280.5 ms

for WLAN and 615.44 ms for GPRS. Table 2 lists the one-

way packet delays for the systems with/without mobility

support.

3.2.2. Handoff latency

Handoff latency is the latency caused by the handoff

procedure. Comparing the handoff latencies between GPRS

and WLAN, the latency for a handoff from a WLAN to
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a GPRS network is longer. This is because (1) the transition

time from standby to ready in GPRS should be considered;

(2) the bandwidth of WLAN is much higher than that of

GPRS, and (3) the handoff procedure via WLAN is faster

than that of GPRS. In the experiment, the MH sent ICMP

echo request messages (ping packets) to the CN every

4096 ms.

Three methods for handoffs from WLAN to GPRS

network are compared below. Method 1 has a handoff

procedure that does not start until the WLAN is unavailable.

In Method 2, if the RSS of the WLAN is lower than a given
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Fig. 9. RTT in GPRS.

Table 2

Packet delays for the systems with and without mobility support

Type System without mobility

support

System with mobility

support

WLAN 10–20 ms 297.5 ms

GPRS 550–600 ms 1165.4 ms
threshold, the handoff procedure starts. Method 3, our

proposed method uses a handoff-decision model.

Figs. 10–12 show the average numbers of packets lost for

methods 1, 2 and 3, respectively, during the handoff

procedures. Table 3 summarizes the average number of

packets lost and handoff latencies for three methods. Packet

loss is serious in Method 1 (see Fig. 10), with an average of

3.1818. In stark contrast, however, the average packet loss

for Method 3 was a scant 0.1391. The average handoff

delays for Methods 1–3 were 13032.9, 4542.3 and 570.1 ms,

respectively. Clearly, Method 3, the proposed pre-handoff

method promises far better performance.
3.2.3. Throughput evaluation

The throughput of the system is affected by the network

bandwidth, the performance of the NIC and the MH CPU.

We used ‘Qcheck’ software to generate UDP streams with
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Fig. 11. Average packet lost with RSS decision model.
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Fig. 12. Average packet lost with our decision model.

Table 3

Packet loss and handoff latency for methods 1—3

Avg. number of packet loss Handoff latency

Method 1 3.1818 13032.9 ms

Method 2 1.1089 4542.3 ms

Method 3 0.1391 570.1 ms
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600 kbps in WLAN and 50 kbps in GPRS. The average

throughput of WLAN was 481.14 kbps, and in GPRS

networks, the average throughput was 16.82 kbps.

3.2.4. Compatibility test

Finally, we tested the compatibility of our system. Most

of the applications worked normally in our system. Due to

the high packet delays in GPRS networks, however, real-

time application such as VoIP, did not work well. We hope

such delays can be reduced in the future.
4. Conclusion

This paper presents a mobility support method to

integrate WLAN and GPRS networks. This approach

contains an SH proxy in a home network and an SH agent

installed in the MH. A handoff decision model is designed to

improve overall performance.
From the operator’s point of view, our approach

reduces the need to modify the existing environment, and

the decision model also reduces the handoff latency from

the WLAN to GPRS networks. Hence, operators can

simply use this approach to provide roaming services for

the integrated networks. From the user’s point of view,

only an SH agent is needed to install in his or her own

mobile equipment, and all existing applications can still

be run.

Looking ahead, developing both a security mechanism

and billing system for integrated WLAN and GPRS

networks might be interesting future work.
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