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Short Papers
An Efficient Heterogeneous Tree Multiplexer

Synthesis Technique

Hsu-Wei Huang, Cheng-Yeh Wang, and Jing-Yang Jou

Abstract—In this paper, a novel strategy for designing the heterogeneous
tree multiplexer is proposed. The authors build the multiplexer delay
model by curve fitting and then formulate the heterogeneous tree multi-
plexer design problem as a special type of optimization problem called
mixed-integer nonlinear programming (MINLP). A new design parameter,
the switch size in each stage, is introduced to improve the speed of the
heterogeneous tree multiplexer. The proposed strategy can determine the
multiplexer architecture and the switch size in each stage simultaneously.
Three optimization methods are provided to synthesize the heterogeneous
tree multiplexer according to the design specifications.

Index Terms—Capacitance, modeling, optimization, simulation, transis-
tor sizing.

I. INTRODUCTION

High fan-in multiplexers are used extensively in many applica-
tions, including the column decoders of memories [6], [8] and the
resistor-chain digital-to-analog converters [7]. Traditionally, high fan-
in multiplexers have been designed using the uniform approach [9],
in which all switches are interconnected with the output node in
common, or the binary tree structure [10], which is a tree-like multi-
stage structure. However, a more general architecture called the het-
erogeneous tree multiplexer was recently proposed [1]. This new
architecture has better speed performance than the traditional archi-
tectures. Design strategies based on different kinds of switch topol-
ogy, such as transmission gate and tri-state buffer, are also proposed
in [1]–[3].

Alioto and Palumbo [2] presented a strategy for designing a hetero-
geneous tree multiplexer, which uses minimally sized tri-state buffers
as switches. It determines the optimum number of stages and the
optimum number of switches per group in each stage such that the
multiplexer delay is minimal. In [2], the optimum number of switches
per group in each stage depends on the technology adopted. In the ex-
ample presented in [2], the optimum number of switches per group in
each stage is almost four, which is a power of two, as desired. However,
changing the technology adopted may cause the number of switches
per group in each stage not to be a power of two. Another assumption
made by [2] is that the multiplexer delay is roughly independent of
the gate sizes. However, the heterogeneous tree multiplexer delay
can be improved by suitably selecting the multiplexer architecture,
including the number of stages and the number of switches per group
in each stage, at the same time as the switch size in each stage. This
improvement will be experimentally demonstrated.

This paper introduces a new method that has several important ad-
vantages over previous methods. The delay formula of the hetero-
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geneous tree multiplexer is built by curve fitting, and then the heteroge-
neous tree multiplexer design problem is formulated as a special type
of optimization problem called mixed-integer nonlinear programming
(MINLP). The important advantage of MINLP is that the integer
constraints can be set so that the design parameters of the hetero-
geneous tree multiplexer can be determined properly. Reasonable
design parameters can always be obtained directly and no rounding is
required. Another feature of the proposed approach is that the proper
multiplexer architecture and the switch size in each stage can be
determined simultaneously, useful in reducing the multiplexer delay.
In [2], only the multiplexer architecture that minimizes the multiplexer
delay could be determined. This paper provides three optimization
methods—delay minimization, delay minimization under area con-
straint, and area minimization under delay constraint— to help the
designers determine the multiplexer architecture and the switch size
in each stage according to the design specifications.

The rest of this paper is organized as follows. Section II de-
fines the problem, Section III describes the design strategies, Sec-
tion IV presents the experimental results, and Section V draws the
conclusions.

II. PROBLEM FORMULATION

The structure of the heterogeneous tree multiplexer is shown in
Fig. 1. The multiplexer has N inputs and is partitioned into k stages.
In the ith stage, the switches are combined into groups of Si elements
with a common output node, which represents an input to the subse-
quent stage. This paper considers the case in which the switches are
implemented using a tri-state buffer (Fig. 2).

The first stage includes N/S1 groups of tri-state buffers and N/S1

outputs. The second stage includes N/S1S2 outputs. The kth stage
includes N/S1S2 . . . Sk outputs. The last stage has a single output
that represents the multiplexer output, so the following constraint can
be derived

k∏
i=1

Si = N. (1)

In this paper, it will be assumed that the delay of the address
decoder of the multiplexer can be neglected. The delay of the address
decoder can be reduced by careful circuit design, for example, using
superbuffer or bipolar complimentary metal– oxide–semiconductor
(BiCMOS) drivers [9], [10].

The delay of the heterogeneous tree multiplexer depends strongly
on the number of stages and the number of switches per group in
each stage, so the problem as defined in previous approaches [1], [2]
is to determine the optimal number of stages and the optimal number
of switches per group in each stage such that the multiplexer delay is
minimal. In [1]–[3], the switch size is kept constant and assumed to be
minimal. Here, another parameter— the switch size in each stage—is
introduced. This paper will consider the multiplexer architecture,
which includes the number of stages and the number of switches per
group in each stage, at the same time as the switch size in each stage.
The problem will be defined as follows. The problem is to determine
the multiplexer architecture and the switch size in each stage such
that the multiplexer meets the design specifications. Three optimiza-
tion methods—delay minimization, delay minimization under area
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Fig. 1. Heterogeneous tree multiplexer architecture.

Fig. 2. Tri-state buffer.

constraint, and area minimization under delay constraint—are pro-
vided to synthesize automatically the heterogeneous tree multiplexer
such that the multiplexer meets the design specifications.

III. PROPOSED DESIGN STRATEGY

This section introduces the proposed design strategy. The delay
model to be used is first considered and then the concept of MINLP is
introduced. Next, the path delay model and the load capacitance model
in each stage of the heterogeneous tree multiplexer are constructed,
and then the delay model of the heterogeneous tree multiplexer is
derived. Finally, the objective functions and the constraint functions
of the MINLP for the design problem of the heterogeneous tree
multiplexer are proposed.

It is easy to show by exhaustive search that there exists a stage
number k such that the heterogeneous tree multiplexer meets the
design specifications. Since k is a small integer, the proposed strategy
will find the optimal value of k by exhaustive search. That is, every
possible value of k will be tried in solving MINLP and then the optimal
value of k will be selected such that the heterogeneous tree multiplexer
meets the design specifications.

A. Delay Modeling Approach

Most delay modeling approaches, such as those used for standard
cell characterization, estimate the delay of a gate for a given input

transition time and output load capacitance, with the sizes of the
transistors inside the gate being kept constant. However, in order to
improve the speed performance of the heterogeneous tree multiplexer,
the authors would like to consider the effects of varying the transistor
sizes and find out a strategy to determine appropriate gate size for each
stage of the heterogeneous tree multiplexer. The delay model applied
in this paper is the convex delay model proposed in [4] and [5]. This
model allows us to capture the effects of varying the transistor sizes on
the gate delay. The general form of the delay model is given by

Delay =

m∑
j=1

Pj ×
n∏

i=1

(
x�

i + cij

)βij
+ C. (2)

Here, the xi’s are characterization variables and the cij’s, βij’s, C,
and Pj’s are referred to collectively as characterization constants. m
is the parameter used to increase the characterization flexibility and
n is the number of characterization variables. The parameter � is set
to either −1 or 1, depending on the variable. For example, the fall
delay increases as the output load capacitance CL, the positive-channel
metal–oxide–semiconductor (PMOS) transistor width Wp, and the
input time constant τ are increased, and decreases as the negative-
channel metal–oxide–semiconductor (NMOS) transistor width Wn is
increased, implying that the value of� for the first three variables must
be 1 and that for Wn should be −1. The problem of characterization is
to determine appropriate values for the characterization constants. Due
to the curve-fitting nature of the characterization procedure, it is not
possible to describe direct physical meanings of the characterization
constants.

A two-step methodology is used to complete the characterization.
In the first step, a number of circuit simulations are performed to
collect the experimental data using the HSPICE circuit simulator. In
the second step, a least-squares procedure is used to fit the data points
to (2). The characterization constants are determined by solving the
following nonlinear program that minimizes the sum of the squares of
the errors over all data points.

N∑
i=0

[Destim(i) − Dactual(i)]
2 (3)



1624 IEEE TRANSACTIONS ON COMPUTER-AIDED DESIGN OF INTEGRATED CIRCUITS AND SYSTEMS, VOL. 24, NO. 10, OCTOBER 2005

where N is the number of data points and Destim(i) and Dactual(i)
represent the value given by (2) and the corresponding measured value
at the ith data point, respectively.

B. MINLP

An MINLP is an optimization problem of the form

minimize f0(x)

subject to cLi � fi(x) � cUi, i = 1, 2, . . . , m

bLj � gj(x) � bUj , j = 1, 2, . . . , p

xLk � xk � xUk, k = 1, 2, . . . , n

xe ∈ Z, xe ⊆ xk

where f0(x) is the objective function, fi(x) are the nonlinear con-
straint functions, gj(x) are the linear constraint functions, xk are the
variables, cUi, bUj , and xUk are the upper bounds, and cLi, bLj , and
xLk are the lower bounds.

C. Design Strategy I

This section presents design strategy I, which only determines the
multiplexer architecture and keeps the switch size minimal.
1) Delay of Heterogeneous Tree Multiplexer: The switch delay

model associated with design strategy I is defined as follows. As the
equation shows, the switch delay depends only on the load capacitance
of the switch.

Switch Delay =

m∑
j=1

Pj(C + cj)
βj + q (4)

where C is the load capacitance of the switch and Pj , cj , βj , and q are
the characterization constants.

The path delay of the multiplexer is the sum of the switch delay
in each stage of the heterogeneous tree multiplexer, so the path delay
model of the heterogeneous tree multiplexer can be obtained as

Path Delay =

k∑
i=1

[
m∑

j=1

Pj(Ci + cj)
βj + q

]
(5)

where Ci is the load capacitance of stage i and Pj , cj , βj , and q are
the characterization constants.

The switch associated with stage i drives the output capacitance
Cout of the other (Si − 1) OFF switches that belong to the same group,
as well as the input capacitance Cin of the switch in the subsequent
stage (see Fig. 3). Hence, the load capacitance of stage i is defined as

Ci = (Si − 1)Cout + Cin (6)

where Cout is the output capacitance of the switch and Cin is the input
capacitance of the switch.
2) Design Optimization: This section presents the objective func-

tions and constraint functions of the MINLP for three different opti-
mization methods.

Substituting (6) into (5) yields the multiplexer delay equation

k∑
i=1

[
m∑

j=1

Pj (((Si − 1)Cout + Cin) + cj)
βj + q

]
. (7)

Fig. 3. Critical path model associated with design strategy I.

The area of the multiplexer is defined as the number of switches in
the multiplexer

N +
(

N

S1

)
+

(
N

S1S2

)
+ · · · +

(
N

S1S2 · · ·Sk−1

)
. (8)

The basic constraints are as

Si ≥ 2 and Si ∈ Z, i = 1, 2, . . . , k. (9)

• Optimization Method I: The multiplexer architecture whose
delay is minimal can be obtained using this optimization
method. The objective function of MINLP is defined by (7),
and the constraint functions of MINLP are defined by (1)
and (9).

• Optimization Method II: The multiplexer architecture whose
delay is minimal under area constraint can be obtained using this
optimization method. The objective function of MINLP is defined
by (7), and the constraint functions of MINLP are defined by (1),
(8), and (9).

• Optimization Method III: The multiplexer architecture whose
area is minimal under delay constraint can be obtained using this
optimization method. The objective function of MINLP is defined
by (8), and the constraint functions of MINLP are defined by (1),
(7), and (9).

D. Design Strategy II

This section presents the design strategy II, by which the multiplexer
architecture and the switch size in each stage of the multiplexer are
determined simultaneously. The switch size can be different in each
stage of the heterogeneous tree multiplexer.
1) Delay of Heterogeneous Tree Multiplexer: The switch delay

model associated with design strategy II is defined as follows. The
switch delay depends on both the load capacitance and the switch
size as

Switch Delay =

m∑
j=1

Pj(W
−1 + c1j)

β1j (C + c2j)
β2j + q (10)

where W is the NMOS transistor width of the switch, C is the load
capacitance of the switch, and Pj , c1j , β1j , c2j , β2j , and q are the
characterization constants.

The path delay model of the heterogeneous tree multiplexer can be
obtained as

Path Delay =

k∑
i=1

[
m∑

j=1

Pj

(
W−1

i + c1j

)β1j
(Ci + c2j)

β2j + q

]

(11)

where Wi is the NMOS transistor width of the switch in stage i, Ci is
the load capacitance of stage i, and Pj , c1j , β1j , c2j , β2j , and q are the
characterization constants.
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The load capacitance of stage i is defined as

Ci = (Si − 1)Couti
+ Cini+1 (12)

where Couti
is the output capacitance of the switch in stage i and

Cini+1 is the input capacitance of the switch in stage i + 1.
The gate capacitance and the source/drain capacitance of the

metal– oxide–semiconductor field-effect transistor (MOSFET) are
proportional to the channel width of the MOSFET, so the input/output
capacitance of the tri-state buffer is defined as

Couti
= aWi + b (13)

Cini+1 = cWi+1 + d (14)

where a, b, c, and d are the characterization constants and Wi and
Wi+1 are the NMOS transistor width of switches in stages i and i + 1,
respectively.
2) Design Optimization: This section presents the objective func-

tions and constraint functions of the MINLP associated with three
different optimization methods.

Substituting (12) into (11) yields the multiplexer delay equation

k∑
i=1

[
m∑

j=1

Pj

(
W−1

i + c1j

)β1j
(((Si − 1)(aWi + b)

+ (cWi+1 + d)) + c2j)
β2j + q

]
. (15)

The area of the multiplexer is defined as the sum of the NMOS
transistor widths of the switches in the multiplexer given as

NW1 +
(

N

S1

)
W2 +

(
N

S1S2

)
W3 + · · · +

(
N

S1S2 · · ·Sk−1

)
Wk.

(16)

In the experiment, the range of NMOS transistor widths is
0.3–3 µm. In order to obtain reasonable design parameters, 10Wi must
be a positive integer. So the constraints shown in (17) at the bottom of
the page were obtained.

• Optimization Method I: This optimization method can determine
the multiplexer architecture and the switch size in each stage such
that the multiplexer delay is minimal. The objective function
of MINLP is defined by (15), and the constraint functions of
MINLP are defined by (1) and (17).

• Optimization Method II: This optimization method can deter-
mine the multiplexer architecture and the switch size in each
stage such that the multiplexer delay is minimal under area
constraint. The objective function of MINLP is defined by (15),
and the constraint functions of MINLP are defined by (1), (16),
and (17).

• Optimization Method III: This optimization method can deter-
mine the multiplexer architecture and the switch size in each
stage such that the multiplexer area is minimal under delay
constraint. The objective function of MINLP is defined by (16),
and the constraint functions of MINLP are defined by (1), (15),
and (17).

TABLE I
DELAY MODEL PARAMETERS ASSOCIATED WITH DESIGN STRATEGY I

TABLE II
SWITCH INPUT/OUTPUT CAPACITANCE ASSOCIATED

WITH DESIGN STRATEGY I

IV. EXPERIMENTAL RESULTS

This section presents the experimental results obtained using the
proposed approach. A 256-input multiplexer is designed and simulated
using the 0.18-µm CMOS process. In this experiment, the parameter
m is set to 1. The output loading of the 256-input multiplexer is
0.003 pF. The input signal for switch characterization is a rising signal,
which rises from 0 to 1.8 V during 0.1 ns. The input signals for the
simulation of the multiplexer path delay are a rising signal, which rises
from 0 to 1.8 V during 0.1 ns, and a falling signal, which falls from 1.8
to 0 V during 0.1 ns. The PMOS/NMOS ratio is 3.57:1, which is set
to equalize the rising and falling times. The experiment has two parts.
In part A, the multiplexer is designed according to strategy I. In part
B, the multiplexer is designed according to strategy II. In each part,
three different optimization methods are applied. The first is delay
minimization, which is the same as the previous approach [2]. The
second is delay minimization under area constraint, and the third is
area minimization under delay constraint.

An Intel/Pentium-IV 2.4-GHz personal computer (PC) with 512 MB
of random access memory (RAM) was used to perform the experiment.
The curve-fitting problem was solved using MINOS [11]–[13]. The
MINLP problem was solved using BARON [14], [16], [17], which is
a global solver and can guarantee that a global optimal solution to the
problem is found.

A. Experimental Results Obtained Using Design Strategy I

Table I shows the switch delay model parameters. Table II shows
the input and output capacitances of the switch. Table III shows
the experimental results of the three optimization methods. Fig. 4
shows the delay/area tradeoff curve. Table IV shows the parameters
associated with Fig. 4.

A two-step methodology is used to complete the switch characteri-
zation. In the first step, a number of circuit simulations are performed
using HSPICE to collect 37 data points. The NMOS width is fixed at
0.3 µm. The load capacitance ranges from 0.004 to 0.04 pF in steps of
0.001 pF. In the second step, a least-squares procedure is used to fit the
data points to (4).

As the experimental results in Table III show, the predicted delay
agrees well with the simulated result. The maximum error between
the estimated result and the HSPICE simulation result is less than
5%. Several similar optimal results using optimization method I were
obtained. They are k = 3, (S1, S2, S3) = (4, 8, 8), (8, 8, 4), (8, 4, 8)

3 ≥ Wi ≥ 0.3 and 10Wi ∈ Z, Si ≥ 2 and Si ∈ Z, i = 1, 2, . . . , k (17)
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TABLE III
EXPERIMENTAL RESULTS OF DESIGN STRATEGY I

Fig. 4. Area versus delay curve obtained using design strategy I.

TABLE IV
PARAMETERS ASSOCIATED WITH FIG. 4

and k = 4, (S1, S2, S3, S4) = (4, 4, 4, 4). The estimated delay for
the first three results is 0.5119 ns, and the estimated delay for the
last result is 0.5208 ns. The HSPICE simulation results of the four
optimal solutions are also similar. So k = 4 and S1 = S2 = S3 =
S4 = 4 were selected, which are the same as the result of the previous
approach [2], [3], as the solution of optimization method I. Using op-
timization method II, the multiplexer architecture that yields minimal
delay under the area constraint of 290 switches is k = 3, S1 = 16 and
S2 = S3 = 4. According to optimization method III, the multiplexer
architecture that yields minimal area under the delay constraint of
0.65 ns is k = 2, S1 = S2 = 16. The experimental results reveal
that the proposed approach can effectively determine the multiplexer
architecture according to the design specifications.

B. Experimental Results Obtained Using Design Strategy II

Tables V and VI show the switch delay model parameters and the
switch input/output capacitance model parameters, obtained by curve

TABLE V
DELAY MODEL PARAMETERS ASSOCIATED WITH DESIGN STRATEGY II

TABLE VI
SWITCH INPUT/OUTPUT CAPACITANCE MODEL PARAMETERS

ASSOCIATED WITH DESIGN STRATEGY II

fitting, respectively. Table VII shows the experimental results of the
three optimization methods. Fig. 5 shows the delay/area tradeoff curve.
Table VIII shows the parameters associated with Fig. 5.

A two-step methodology is used to complete the switch characteri-
zation. In the first step, a number of circuit simulations are performed
using HSPICE to collect 1260 data points. The size of NMOS ranges
from 0.3 to 10.3 µm in steps of 0.5 µm. The load capacitance ranges
from 0.004 to 0.594 pF in steps of 0.01 pF. In the second step, a least-
squares procedure is used to fit the data points to (10).

The same two-step methodology is used to complete the character-
ization of switch input/output capacitances. In the first step, ten data
points for each switch input and output capacitances are collected
separately using HSPICE. The size of NMOS ranges from 0.3 to
3 µm in steps of 0.3 µm. In the second step, a least-squares procedure
is used to fit the data points to (13) and (14) and then the parameters
for switch output and input capacitances can be obtained.

Alioto and Palumbo [2] and Alioto et al. [3] use only minimally
sized switches and do not consider the transistor sizing problem. In this
experiment, the authors try to show that the delay of the heterogeneous
tree multiplexer can be improved by considering the multiplexer
architecture and the switch size in each stage simultaneously. As the
experimental result shown in the first row of Table III, the optimal
multiplexer delays for rising input and falling input are 0.5278 and
0.5338 ns, which are obtained by considering the multiplexer ar-
chitecture only and keeping the switch size in each stage minimal.
As the experimental result shown in the first row of Table VII, the
optimal multiplexer delays for rising input and falling input are 0.4595
and 0.4529 ns, which are obtained by considering the multiplexer
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TABLE VII
EXPERIMENTAL RESULTS OF DESIGN STRATEGY II

Fig. 5. Area versus delay curve obtained using design strategy II.

architecture and the switch size in each stage simultaneously. The
minimal multiplexer delays for rising input and falling input can be
reduced by almost 15% and 18%, respectively, if the multiplexer
architecture and the switch size in each stage are suitably selected
using the optimization method I of strategy II.

As the experimental results in Table VII show, the predicted delay
agrees well with the simulated result. The maximum error between
the estimated result and the HSPICE simulation result is less than 5%.
In optimization method I, as desired, the minimal multiplexer delay
can be obtained by determining the multiplexer architecture and the
switch size in each stage simultaneously. Using optimization methods
II and III, the multiplexer architecture and the switch size in each stage,
meeting the design constraints, can be obtained.

Table IX shows the detail run time of the experiment. “(number)”
is used to represent the run time for finding an infeasible solution,
meaning that no solution that satisfies the constraints exists. The time
required for solving the MINLP problem depends on the MINLP
solver. Several MINLP solvers were tried, including minlpBB, glc-
Solve, OQNLP, SBB [15], and BARON [16], [17]. After comparing
their performance and run time, BARON [16], [17] is used as the
solver of the proposed MINLP problem. SBB [15] is also a good
choice for solving the MINLP problem although it does not guarantee
that a global optimal solution is found. In the experiment, SBB [15]
always yields the same result as BARON [16], [17]. They both provide
very good optimization results in a reasonable time. The optimization
result using design strategy I can be obtained in a short time. The run

TABLE VIII
PARAMETERS ASSOCIATED WITH FIG. 5

time of design strategy II is larger than design strategy I, but it is also
reasonable. As the experimental results for design strategies I and II
reveal, the optimal k value is between 2 and 4. The run time for these
solutions in Table IX is less than 1 min.

C. Discussion

In this experiment, the PMOS/NMOS ratio is set to balance the
rising delay and the falling delay, and a single delay model is applied
to predict the rising and falling delays of the multiplexer obtained
by HSPICE simulation. In order to extend the proposed approach
to handle various PMOS/NMOS ratios, the rising and falling delays
need to be modeled separately. The authors propose a method to
model the rising and falling delays separately as follows. The switch
is separately characterized for rising and falling inputs, and the delay
model parameters for rising and falling inputs are separately obtained.
To obtain the rising delay model of the multiplexer, the switch rising
delay model is used in the odd stages of the multiplexer and the switch
falling delay model is used in the even stages of the multiplexer.
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TABLE IX
RUN TIME OF DESIGN STRATEGIES I AND II

To obtain the falling delay model of the multiplexer, the switch
falling delay model is used in the odd stages of the multiplexer
and the switch rising delay model is used in the even stages of the
multiplexer. A parameter max _delay is defined to handle separately
the rising and falling delays. Two additional constraint functions are
defined as

max _delay > the rising delay model of the multiplexer

max _delay > the falling delay model of the multiplexer.

For optimization methods I and II, the parameter max _delay is
used as the objective function instead of the original single delay
model. For optimization method III, the parameter max _delay is
unnecessary and the delay constraints are set separately for the rising
and falling delay models of the multiplexer.

In this experiment, input drivers connected to the first stage of the
multiplexer are not considered. When input drivers are connected to
the first stage of the multiplexer, the delay due to the input drivers
and the input capacitance of the multiplexer can be determined by the
following method. First, the delay model of the input driver must be
determined by curve fitting or from the cell library databook. Then,
the input capacitance of the first stage of the multiplexer, which is
the load capacitance of the input driver, is determined by the method
proposed in this paper. The delay of the input driver is determined
using the delay model of the input driver and the input capacitance of
the first stage of the multiplexer, which is the load capacitance of the
input driver. The total path delay is the sum of the delay of the input
driver and the delay of the multiplexer. The authors use an example
to explain it. When minimized-size tri-state buffers are used as input
drivers and are connected to the first stage of the multiplexer shown
in the first row of Table VII, the total path delay can be determined
as follows. The delay model parameters of the minimized-size tri-state
buffer are shown in Table I. The load capacitance of the input driver
is 0.02196 pF, which is determined using (14). The estimated delay of
the input driver is 0.224 ns, which is obtained using (4). The estimated
delay of the multiplexer is 0.4669 ns, which is shown in the first row
of Table VII. The total estimated delay is 0.6909 ns. The HSPICE
simulated result is 0.7119 ns. The error is 3%. The method can also
be applied to other types of input driver, for example, inverters, by
applying the associated delay model of the input drivers.

In Section IV-B, the simultaneous approach, which simultaneously
optimizes multiplexer architecture and switch size, is applied to op-
timize the multiplexer. Another alternative is the sequential approach.

Initially, design strategy I is used to determine the multiplexer architec-
ture, k and Si. Then, k and Si are substituted into the MINLP model
of design strategy II and the MINLP problem is solved to determine
the transistor size in each stage of a multiplexer. A simple experiment
is performed to show the run time and performance of the sequential
approach. The authors apply the transistor sizing to the multiplexer
shown in the first row of Table III. The run time for transistor sizing
is 2.47 s. The optimal size Wi = (3, 1.5, 0.9, 0.6). The rising delay
and falling delay obtained by HSPICE simulation are 0.4694 and
0.4534 ns, respectively. The experimental results reveal that the result
obtained using the sequential approach is slightly worse than the result
obtained using the simultaneous approach, which is shown in the first
row of Table VII, but the run time of the sequential approach is less
than the run time of the simultaneous approach.

The proposed method has some advantages over the earlier method
[2], [3]. The first is that it offers more flexibility in that it can be applied
to design various types of multiplexer. The earlier method [2], [3] can
be applied to some special multiplexers, whose inputs are powers of
4 or 2. The fourth row in Table VII presents the results of optimizing a
400-input multiplexer using design strategy II. The second advantage
of the method is that it can be applied to various processes because
the switch delay model is characterized using HSPICE simulation
data. The third advantage of the method is that it can be used to size
any specified architecture of a multiplexer. For example, if a 400-
input multiplexer with an architecture of k = 4 and Si = (4, 4, 5, 5)
needs to be sized, k and Si are substituted into the MINLP model of
design strategy II and then the MINLP problem is solved. The optimal
switch size in each stage can be easily obtained. The optimal size
Wi = (3, 1.5, 0.9, 0.6) and the estimated delay of the multiplexer is
0.5088 ns.

V. CONCLUSION

In this paper, a novel design strategy for designing a high fan-
in heterogeneous tree multiplexer is proposed. Curve fitting is used
to build the multiplexer delay model, and then the heterogeneous
tree multiplexer design problem is formulated as a special type of
optimization problem called mixed-integer nonlinear programming
(MINLP). The proposed design strategy can help designers deter-
mine the multiplexer architecture and the switch size in each stage
according to the design requirement, such as delay minimization, delay
minimization under area constraint, or area minimization under delay
constraint. MINLP enables the optimal choice of design parameters to
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be obtained directly. The proposed approach is applicable to different
process technologies. Another important advantage is that the mul-
tiplexer delay can be improved by suitably selecting the multiplexer
architecture and the switch size in each stage simultaneously.
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Evaluating the Reliability of NAND

Multiplexing With PRISM

Gethin Norman, David Parker, Marta Kwiatkowska,
and Sandeep Shukla

Abstract—Probabilistic-model checking is a formal verification tech-
nique for analyzing the reliability and performance of systems exhibiting
stochastic behavior. In this paper, we demonstrate the applicability of this
approach and, in particular, the probabilistic-model-checking tool PRISM
to the evaluation of reliability and redundancy of defect-tolerant systems
in the field of computer-aided design. We illustrate the technique with an
example due to von Neumann, namely NAND multiplexing. We show how,
having constructed a model of a defect-tolerant system incorporating prob-
abilistic assumptions about its defects, it is straightforward to compute
a range of reliability measures and investigate how they are affected by
slight variations in the behavior of the system. This allows a designer to
evaluate, for example, the tradeoff between redundancy and reliability in
the design. We also highlight errors in analytically computed reliability
bounds, recently published for the same case study.

Index Terms—Defect-tolerant architectures, multiplexing, probabilistic-
model checking, reliability.

I. INTRODUCTION

Probabilistic-model checking is a formal verification technique,
which has already been successfully used to analyze the performance
and reliability of a wide range of real-life systems, including dynamic
power-management schemes [1], embedded systems [2], computer
networks, queueing systems, and manufacturing processes. It has also
been used to study “quality of service” properties of real-time prob-
abilistic communication protocols, such as IEEE 1394 FireWire [3],
IEEE 802.3 CSMA/CD [4], Zeroconf [5], IEEE 802.11 wireless local
area networks [6], and Bluetooth [7], and to verify both probabilistic
security protocols (e.g., [8]) and randomized distributed algorithms
(e.g., [9]).

In this paper we present results that demonstrate the advan-
tages of using probabilistic-model checking and, in particular, the
probabilistic-model-checking tool PRISM [10], to model and analyze
defect-tolerant systems. We have chosen to investigate the reliability
of NAND multiplexing [11], but this approach can be applied to other
defect-tolerant systems such as R-fold Modular Redundancy [11]
and Reconfiguration [12], [13]. This work differs from the standard
approaches in the literature to analyzing multiplexing in that we
evaluate the reliability of specific cases as opposed to considering the
general framework, and hence are not necessarily restricted by the
analytical bounds of reliability of, for example, von Neumann [11] and
Pippenger [14].

Our results demonstrate that, by applying probabilistic-model
checking, it is straightforward to investigate the effect on reliability
of slight variations in the behavior of the system’s components, for
example the change in reliability as the probability of gate failure
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