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An All-Optical Network Architecture 
Thilo Gipser, Student Member, IEEE, and Ming-Seng Kao, Member, IEEE 

Abstract- A novel photonic network, MATRIX (for Multi- 
wavelength All-optical TRansparent Information exchange), is 
proposed in this paper. The all-optical multihop network supports 
wavelength continuity and provides a very high network capacity. 
Spatial reuse of wavelengths as well as the multiplicity of fibers in 
optical fiber cables are exploited and enable the interconnection 
of N 2  network nodes with merely N wavelengths. The node 
structure is simple since neither tunable devices nor wavelength 
converters are required. Packets are routed through the network 
by photonic fast packet switching as well as by wavelength and 
experience a maximum hop number of two. Multiple optical paths 
between any pair of nodes provide a good network survivability. 

I. INTRODUCTION 
HE EVOLUTION of network technology has led to T three generations of networks so far, distinguishable 

according to their underlying physical-level technology. The 
first one, based on copper-wire or microwave-radio technol- 
ogy, was developed before fiberoptic technology emerged 
and fully employs electronic equipments. Examples include 
well-known networks as Ethernet, Token Bus, Token Ring, 
and ARPANET. The second generation already exploits some 
advantages of the fiberoptic transmission technology such as 
the high speed of laser diodes and photonic components, or 
the low attenuation and dispersion of optical fibers. The partial 
or complete replacement of copper point-to-point links with 
silica fibers is characteristic for these networks and leads to 
better performance parameters such as higher data rates, lower 
error probabilities, and reduced electromagnetic sensitivity. 
However, changes in topology and protocol are negligible 
compared to networks of the first generation. Examples for 
second generation networks include FDDI and DQDB. Third 
generation or photonic networks make use of the probably 
most important property of optical fibers: the vast optical 
bandwidth. Exploitation of this bandwidth can be achieved 
in applying multiplex techniques with regard to wavelength 
(WDM), time (TDM), or waveshape (CDMA). The current 
favorite choice seems to be WDM because of the lower system 
complexity. Examples for WDM packet networks include 
LambdaNet [ll, ShuffleNet [2], [3], and multihop networks 
based on de Bruijn graphs [4]. A large number of networks of 
all three generations are excellently surveyed in [5].  

All-optical networks provide further advantages. In these 
networks, the information is kept permanently in the optical 
domain during the whole transmission from the source to the 
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destination node. This prevents limiting electronic bottlenecks 
in intermediate nodes, caused by a detour of the transmitted 
information over the electrical domain. The data rate of the 
packet payload can exceed substantially the processing speed 
of intermediate nodes since fast electronic buffering of transit 
packets is avoided. 

Photonic networks rely on a fiber infrastructure from which 
wide parts are already installed today [6]. A strong trend 
is going toward an increase in the number of fibers per 
optical fiber cable, for three reasons. First, future data traffic 
is expected to grow rapidly and the capacity of future optical 
networks will exceed that of todays networks by several orders 
of magnitude [7]. Second, installation cost, the main factor in 
the total cable cost, is not affected by the number of fibers 
inside a cable [8]. And third, contrary to electrical cables 
optical fiber cables may contain thousands of fibers [9]. It 
is therefore advantageous to consider the multiplicity of fibers 
per cable in the network design. 

Network failures in high capacity networks can result in 
enormous loss of traffic and revenue. Desirable for the future 
are therefore lightwave networks with a good survivabil- 
ity. Mesh inetworks with their potentially high connectivity 
are very well suited to satisfy high survivability demands. 
Different mesh networks for all three network generations 
have therefore been proposed so far [lo]-[13]. The well- 
known Manhattan street network (MSN) [lo] is based on 
a regular mesh structure with an even number of rows and 
columns. A.ll nodes located in the same row or column are 
connected in unidirectional rings and the connection grid 
of all nodes forms a toroidal surface. Packets are routed 
by deflection and according to the consistent number of 
incoming and outgoing links; node buffering is not necessary. 
The slotted interconnected grid network (SIGnet) [ I l l  is a 
photonic network with a piecewise-regular topology. The 
nodes are bidirectionally interconnected with WDM channels 
and packets are routed by deflection. The RookNet [12] is 
a regular mesh network. Each node is equipped with two 
transmitters for the transmission of packets to the nodes 
in the same row and column, respectively, and can receive 
packets simultaneously from all row and column nodes. In the 
intermediate nodes, transit packets are received, concentrated, 
buffered and retransmitted. 

A novel photonic multihop network, called MATRIX [14], 
[15], is proposed in this paper. The all-optical high-speed 
network has a mean hop number less than two and sup- 
ports wavelength continuity, i.e., no wavelength translation 
is required in the network. Wavelength reuse as well as con- 
currency in wavelength and space enable the interconnection 
of N 2  nodes with merely N wavelengths. The node structure 
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Fig. 1 
row zand column I ) )  

Grid structure of an nzrnMATRTX (kt3 Network node located in 

is simple and the nodes are equipped with integrated arrays 
of fixed-wavelength laser diodes and optical receivers. The 
lightwave network is intended to be used as a very high 
capacity metropolitan area network (MAN) or a wide area 
network (WAN). 

The paper is structured as follows: The architecture of hlA- 
TRIX and the structure of its nodes are introduced in Section 
11, followed by a detailed performance analysis in Section m. 
Network simulations are presented in Section IV and Section 
V is concerned with th 

conditions. A centralized carrier supply of the network nodes 
is discussed in Section VI1 and some concluding remarks are 
given in Section VIII. 

Communication 

Every node has there 
the same row and to 
NO direct paths exist 

A node identific 

11. SYSTEM DESCRIPTION 
All M network nod 

A. Network Architecture 

The network nodes, having an arbitrary geographical distri- 
bution and being interconnected with optical fiber cables, are 
virtually organized in a matrix structure as shown in Fig. 1. It 
is not necessary to realize every single link between two nodes 
with a separate cable since several links can be integrated into 
one optical fiber cable instead. The 

in each row. 

M = n . m ;  n,m E {1,2, .  . .},run > 1 

network nodes are organized in n different rows and m 
different columns. In the following, all rn nodes located in 

(1) row and each colu 

(z + j  - l)(mo 

consist of In order 

One fiber from both the row and column fiber cable is assigned 
to each node. 

Two communication schemes are used in the network. 
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Fig. 3. 
delay line, OB: optical buffers). 

Node k22 of a 4 x 4 network (Tx: transmitter, Rx: receiver, DL: 

An example is shown in Fig. 3 where the second row fiber 
(from the top) and the NIW Ad have been assigned to the 
node k22 of a 4 x 4 MATRIX. The node transmits packets to 
other row nodes via its row fiber and on all wavelengths except 
its NIW. The wavelength chosen for a packet determines the 
destination node in this row. The node receives all packets 
coming from (m - 1) row fibers on the NIW X3. 

Exactly the opposite access strategy is applied for the 
communication of a network node with other column nodes: 

A node receives packets from the other (n  - 1) column 
nodes via its column fiber and on the wavelength that is 
identical with the NIW of the source node in this column. 
It transmits packets on the NIW and via the remaining 
column fibers assigned to other column nodes. 

In the example in Fig. 3, the second column fiber (from the 
left) has been assigned to the node k 2 2 .  The node transmits 
packets on its NIW to other column nodes via appropriate 
column fibers. The fiber chosen for a packet determines the 
destination node in this column. On the other hand, the node 
receives packets on (n - 1) different wavelengths from its 
column fiber. 

The use of two different media access strategies allows a 
simple all-optical packet transfer from row to column channels. 
All packets received from other row nodes are on the same 
wavelength (the NIW) as are the packets transmitted to other 
column nodes. The processing of optical packets in a node 
can therefore be done on one wavelength only and without 
any wavelength translation. This leads to a simple and uniform 
structure of the network nodes. 

B. Routing 
Packets are routed through the network according to the 

wavelength and packet header information (containing the 
destination address). Since the average number of hops in 
a multihop network significantly influences both network 
throughput and delay, the routing algorithm has been chosen 
such that the average hop number in the grid topology is kept 

Source Node Intermediate Node 

1 Hop 
Destination Node 

Fig. 4. 
nodekzl to nodek4~). 

as small as possible. Packets in MATRIX reach the intended 
destination in one hop via the appropriate row (column) 
channels if the source node k,, is located in the same row 
(column) as the destination node kk1. Otherwise, two hops are 
necessary and packets are transmitted first on row channels to 
an intermediate node k21 and then on column channels to the 
desired destination node: 

Routing in MATRIX (Example: All-optical packet transmission from 

i = k  : k2J + kzl 
if j = 1  : ka, k k j  (5) { i # k , j  # 1 : ICa,  -+ k;l -+ k k l .  

An example is shown in Fig. 4 where packets are transmitted 
from the source node kzl to the destination node k42. Packets 
are forwarded first on the row channel from node k21 to the 
intermediate node kZ2.  This node is located in the same row 
as the source node kzl and the same column as the destination 
node k42. Then, packets are transmitted on the column channel 
from the intermediate node to the destination node k42. 

Routing in the columns of the network is accomplished by 
selection of appropriate fibers for transit packets. Routing in 
the rows of the network is done by wavelength. No wavelength 
translation is necessary what reveals also the spanning tree of a 
network node as shown in Fig. 5. The spanning tree represents 
a graphical representation of all paths outgoing from a specific 
network node and leading to all other nodes. Fig. 5 shows that 
each network node can be reached with one or two hops. 

C. Node Configuration 

The configuration of a network node is depicted in Fig. 3. 
Each node has (m - 1) incoming row channels. Optical filters 
(or frequency selective couplers) ensure that only those packets 
on the same wavelength as the NIW of the node are received. 
Incoming packets are either destined for the node or have to be 
switched to outgoing channels. All headers of incoming pack- 
ets are read with low-speed optical receivers in order to get the 
destination addresses [ 161. This header recognition of packets 
passing by is accomplished by coupling out and detecting a 
small fraction of the lightwave power or, alternatively, directly 
by a photodetection with a semiconductor laser amplifier [17]. 
Before they reach the optical buffers, the incoming packets are 
delayed for one time slot in order to enable the switch control 
to consider them in the next service decision. 

The heart of each node is an m x n space switch. This 
space switch routes the incoming packets without wavelength 
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Fig 5. Directed spanning tree rooted at node IG2l of a 4 x 4 MATRIX 

translation from row to appropriate column channels or to the 
local unit of the network node. An inherent problem in packet- 
switched networks is contention, i.e., the situation that several 
packets at different input ports of a switch simultaneously 
demand access to the same output port. Input queueing along 
with a contention resolution algorithm may be used to resolve 
the conflict of output request. Different promising approaches 
have been reported recently concerning the buffering of op- 
tical packets in delay lines [ 181, [ 191 or recirculating delay 
lines [20]-[23]. In the present paper, two arrMgements are 
investigated further with respect to an employment in the all- 
optical network. The first one is a quite simple arrangement 
[19] consisting of delay lines alternating with optical switches 
as shown in Fig. 6(a). In each delay line a packet suffers a 
delay of one time slot. A packet can be delayed for b time 
slots at maximum and gets lost if it could not be read out 
within this time. The other arrangement is composed of a 
set of recirculating optical delay lines as shown in Fig. 6(b). 
Optical losses in the memory loops are compensated by optical 

rs. The round trip time in a loop equals one time 
slot and a specific packet can be stored for multiple slots. 
New packets arriving at the memory loops get lost if all input 
buffers are full and if there is no possibility to forward them in 
the same time slot through the optical space switch. The switch 
control employs a simple ice discipline in order 
to read out the packets from buffers. The feasibility 
of such buffers has been in ntensively. It has been 
shown that optical packets can be stored for tens of round 
trips in recirculating delay lines maintaining a BER well below 
lop9 [21] and that in principle infinite numbers of round trips 
are possible when optical signal regeneration is applied [25]. 
Furthermore, it is possible to store more than one packet in 
such an optical memory loop [15], [22]-[24]. However, optical 
loss is still high in these arrangements a 
should be kept as small as possible. In 
and switching of optical packets is neede 
that optical buffering can be avoided if time multiplexing is 
applied additionally. 

In the local unit, whic 
receiver unit, newly 
from m transmitters 
network, and relayed 
removed from n recei 
The wavelengths of 
wavelength multiplexer 

to the column chan 
the NIW from the 
from the column fi 
array of m transmitters 

tion with other CO 

compact devices h 

The development of su 
current research on 

A uniform traffic 
calculations, i.e., a 
is equally likely to be de 

A. Average Hop Nurnbe 

The connectivity gr 
tation of all logical lin 
graph indicates that 
to all other network 
be expressed as 
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two hops. For nm > 1 the average hop number is thus 

2nm - n - m 
n m - 1  

n + m - 2  
TL(n,m) = = 2 -  n m - 1  . (7) 

Note, that for nm = max(n, m), i.e., the network consists of 
one row or column only, the mean hop number equals one. It 
can be seen from (7) that 

and that the diameter h,, of the network, defined as the 
maximum hop distance of the shortest paths between any 
pair of nodes, equals two. A small average hop number is 
important in any multihop network not only to minimize the 
mean propagation delay but also to maximize the number of 
new packets which can enter the network per time slot and, 
thus, the network capacity. 

column chamnels (index C). For nm > max(n,m), i.e., the 
network consists of at least two rows and two columns, one has 

With the total number of channels WT = w ( ~ )  + w ( ~ )  = 
nm(m - 1) + nm(n - l ) ,  the load on a row channel S(R)  = maxrn,m,, the load on a column channel S(c)  = and 

the packet probabilities piR)  = i, piR,”’ = n-l n , P1 (cl = m ’  

pic) = m--? follows the mean channel efficiency as m 

(14) 
n m - 1  

rl(n,m) = max(n, m) . (n  + m - 2) ’ 

B. Network Delay The channel efficiency for nm = max(n, m) can be calculated 
analOgOuslY. Hence, One has A packet traversing MATRIX experiences an end-to-end 

delay 

where Tprop denotes the mean propagation delay per hop, 
Fnode the mean waiting time in the optical buffers and Ttrans 

the transmission delay (equal to one time slot). Since packets 
need to be buffered only once during their transmission and 
the average hop number h given in (7) is moderate, small 
end-to-end delays can be expected. 

F~~~ (15) 

and for n 

nm-l 
max(n,m).(n+m-2) if nm > max(% m), = {  1 if nm = max(n, m). 

(15) 
max(n,m) - 1 

it can be seen that 

=: m = N we get the identity 

(17) 
- N + 1  - 

1 
C. Mean Channel ESJiciency f j ( N , N ) =  - - 

h ( N , N )  2N ’ 

The channel efficiency, a measure of how efficiently chan- 
nels are used in a network, depends on the average hop number 
and the traffic load in the network. 

Each node has (m - 1) incoming row channels (on the 

wavelengths). Similarly, (n - 1) column channels and (m - 1) 
row channels are originating from each node. The connectivity 
degree c, defined as the number of channels leading to or 
originating from a node [30] equals, therefore, 

(10) 

with the 

NIW) and (n  - 1) incoming column channels (on different P 51 (18) 

indicating the ratio between the number of rows and columns 
in the network, the channel efficiency f j  in (15) can be 
expressed as 

c = n + m  - 2. 
M-l if nm > max(n, m),  

if nm = max(n, m) (19) The total number of channels in the network is then 

wT = C . M .  (1 1) 

The mean channel efficiency r ]  in a multihop network can be 
expressed as 

where S(”) denotes the normalized successful load on channel 
w and p p )  the probability that a packet on channel w needs 
h hops to reach its destination. 

In MATRIX, the normalized successful loads on all row 
channels (index R) are identical and so are the loads on the 

and becomes for large M 

(20) 
if nm > max(n,m), 
if ~m = max(n’ m). M-CC 

The mean channel efficiency f j  as a function of M for different 
values of /3 is shown in Fig. 7. Note, that a high channel 
efficiency is achievable in the network which reaches the 
maximum for /3 = 1.0 with a given M .  The limit of the 
channel efficiency given in (20) is also plotted for different 
values of p. 
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M 

Fig 7 
different values of f l  

D. Network Capacity 

Channel capacity in multihop networks has to be shared 
between newly generated traffic and relayed traffic. The max- 
imum new traffic generated by all nodes which may be 
transmitted through the network defines the network capacity. 

In general, the network capacity C of a multihop network 
can be expressed as the sum of all link capacities C("), i.e., 

Mean channel efficiency vas a functlon of the number of nodes Mfor 

For equal hop-probabilities p p )  = p h  on every channel w, 
(21) changes to 

hmax WT 

c = E? (22) h 
h = l  w = l  

With' 

the network capacity follows as 

(24) 
1 
h 

wT 

c = Y S("). 
w = l  

A small average hop number 5 is therefore crucial in order to 
achieve a high network capacity. From (12) and (21) one has 

C = 7 .  W T .  (25) 
The network capacity of MATRIX under uniform traffic con- 
ditions can be expressed with (15), (ll), (lo), 

min(n, m) . (nm - I) 
max(n, m) 

From (26) the expression 

if nm > max(n, m), 
if nm = max(n, m). 

(26) 

C(n,m) = C(m,n) (27) 

C(n,m) = 

' Note, that p h  is not the probabihty of a h-hop packet leaving the network, 
therefore 2 # hph 

holds, i.e., an n x m 
m x n. network. 

The combination o 
ity as a function of 

i C(PlM)  = 

Since each node has acces 
node equals 

and with (15) and ( 

function of M 

The maximum d 

where Rc represents 
channels. The high c 

at a data rate of 

rate of 10 Mb/s fo 

IV. NETWORK SIMULATIONS 

The analytical resu 
been compared with 
been implemented as a s 
m = 4 in the sim 
generated in the 
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Fig. 9. Throughput performance T,, of an NzNspace switch with optical 
input buffering as a function of the number of buffers b for different switch 
sizes N (- arrangement with recirculating delay lines, - - arrangement with 
delay lines). 

?“de 100 

80 
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P 

Fig. 10. Mean waiting time (in slots) in the optical buffer arrange- 
ments as a function of the load p for different switch sizes N (- arrangement 
with recirculating delay lines, - - arrangement with delay lines). 

and are transmitted simultaneously on the network links. 
Furthermore, the mean propagation delay per hop Tprop in the 
network is equal to one time slot. A simple and therefore fast 
service discipline (described in [31, p. 15881) was applied for 
service decisions in the network nodes. 

Figs. 9 and 10 show the throughput T,, and the mean 
waiting time ?=no& of an N x N space switch with optical 
input buffers consisting of delay lines and recirculating delay 
lines as given in Fig. 6. Note, that despite the different physical 
configurations the performance of both buffering arrangements 
is very similar. The slightly higher throughput of the buffering 
arrangement with optical delay lines compared to that one with 
recirculating delay lines is due to the fact that packet losses in 
the first arrangement occur at the end of the buffering stage. 
Since the contention resolution algorithm considers the packets 
at the end of the buffering stage first, “problem” packets 
are automatically chosen with higher priority in the service 
decisions. However, the arrangement with recirculating delay 
lines shows a higher flexibility compared to the arrangement 
with optical delay lines. 

Optical input buffering with recirculating delay lines was 
chosen for the simulations of a 4 x 4 network. Fig. 11 shows 
the aggregate network throughput for different numbers of 

P 

Fig. 11. Aggregate network throughput T as a function of the load p for 
different buffer sizes b. 

P 

Fig. 12. 
function of the load p for dlfferent buffer sizes b. 

Aggregate network throughput T in the network with ACK as a 

optical buffers b per input queue. The maximum achievable 
throughput T coincides with the network capacity analytically 
derived in (26). The results shown in Figs. 12 and 13 are 
obtained whien packet acknowledgment (ACK) is taken into 
consideration. It can be seen that the throughput equals the 
maximum achievable throughput with increasing p as long 
as the links are not saturated due to retransmitted packets. 
The more buffers are used the lower is the probability that a 
packet has to be retransmitted. Note, that the delay increases 
significantly when the network links get saturated. 

V. NETWORK SURVIVABILITY 

Survivability is a key concern in networking and will 
become increasingly important in future optical networks as 
they carry a steadily growing traffic. Any failures in high 
capacity networks could result in an enormous loss of traffic 
and revenue [32]. In case of a link or node failure the network 
has to retain its connectivity, i.e., as few nodes as possible 
should be affected by the failure. According to their topology 
mesh networks are well suited to satisfy high reliability 
demands. 

The simplest way to overcome a node or link failure is 
to force any node in case of a failure to send packets first 
to those network nodes, whose links to the destination node 
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P 

Fig 13 End-to-end delay D (in slots) in a network with ACK as a function 
of the load p for different buffer sizes b(a: b = 0,b: b = 1,c: b = 5,d: 
b = 10, e b = 50 

are not affected by the failure. These additional intermediate 
nodes receive the packets and retransmit them like newly 
generated packets to the destination nodes. However, this 
failure treatment implies a detour via the electrical domain. In 
contrast, a slight enhancement of the node structure provides 
all-optical paths even in the case of a network failure. 

MATRIX is composed of different subnets consisting of 
space switches as well as the channels leading to each switch 
from other row nodes and those leading from the switch to 
other column nodes. Each of these subnets works on a specific 
NIW and forward only traffic on this wavelength. Different 
subnets are independent and have no links between them. In 
the whole network exactly 

- = min(n,m) (32) 
M 
N 

space switches work on a given wavelength Al. A small 
enhancement of the nodes enables the interconnection of the 
min(n,m) space switches working on the same wavelength 
and, therefore, many additional all-optical paths in the net- 
work. 

According to Fig. 3, a node receives packets exactly on 
the same wavelengths from the column nodes as it uses for 
its communications with other row nodes. This property is 
exploited in the enhanced node structure as shown in Fig. 14. 
The enhancement enables the nodes to route packets not only 
from row to column channels but also from column to row 
channels. All incoming packets from column channels are 
received as discussed in Section 11, but some of them might 
now be destined for another node. In that cas 
the transit packet in the appropriate delay line is forwarded 
to the row fiber in the next time slot. New packets generated 
at the node and requiring simultaneous access to the same 
row fiber channel are retained and transmitted in the next free 
time slot. This backpressure mechanism automatically throttles 
sources as network failures occur and fits continuously the 
number of packets offered to the optical network to the 
available transmission capacity. Note, that the modification 
of the node is very simple since neither additional receivers 
(for the packet header recognition) wavelength converters nor 
additional optical buffers are required. 

To the row fibercable 

DL 

Fig. 14. Enhanced netwo 

Many additional opti 
with enhanced network 

the whole set A for their c 
units (transmitter units) dispose 
A’ C A, the following relation 

between node k13 and 
from source node kl 

rvsed in order to send p 
It is therefore possibl 

VI. NETWORKBE 
The calculations in 

uniform traffic 
is nonuniform 
fic patterns, s 
can not be de 
However, an uppe 
be expressed. The 
pattern in the network is 

where the first term 
capacity of a networ 
of its transmitters or rec e 
the number of nodes in 
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External 
Modulators 

Born WGC E @=E:: 
MZI Am-1 

MZI Am 

Fig. 16. Multiwavelength transmitter unit supporting centralized carrier sup- 
ply (OA: optical amplifier, DMUX: demultiplier, MZI: Mach-Zehnder inter- 
ferometer). 

Fig. 15. Survivability routing in the optical domain in a 4 x 4 MATRIX 
(Example: Failure between the source node ]clsand the destination IC43 and 
detour via nodes k14 and k24) .  

traffic pattern has the property that any node has a slightly 
higher traffic with the row and column nodes than with 
the remaining nodes of the network. Note, that C,,, is 
only insignificantly higher than the network capacity C(n, m) 
in (26) under uniform traffic conditions. For more realistic 
nonuniform traffic patterns it has been shown that in multihop 
networks the throughput per node is reduced by a factor of 
about 0.3 to 0.5 compared to the values predicted for the 
uniform traffic case [34]. 

MATRIX is highly flexible if certain network nodes need 
additional transmission capacity. The average transmission 
capacity available for unidirectional traffic between two nodes 
and for uniformly distributed traffic is with (30) for nm > 
max(n, m) 

(34) 

The transmission capacity C,, between two network nodes can 
be increased significantly. As stated in the previous section, 
min(n, m) optical paths are always available between any pair 
of network nodes. If a transmitter of the source node transmits 
packets only to one destination node, a capacity C,, = 1 
is available between the two nodes. If all available optical 
paths are used simultaneously and provided that the traffic 
demand of the other network nodes is low enough, a maximum 
transmission capacity 

results. Therefore, in case of increased traffic demands the 
transmission capacity available for unidirectional traffic be- 
tween individual network nodes can be varied in a wide range. 
Note, that this additional transmission capacity is provided 
without wavelength translation or detour over the electrical 
domain. 

VII. CENTRALIZED CARRIER SUPPLY 
As discussed in Section 111, c channels are originating from 

each network node. Each node disposes of m transmitters 
working on different wavelengths from the set A in order to 
offer newly generated packets to the network. These trans- 
mitters can be realized with narrow-linewidth semiconductor 
lasers being well-suited for long-haul transmission. In this case 
each node has to provide local control for the laser transmitters 
in order to guarantee wavelength stability. However, since 
A is the same for all network nodes, a centralized carrier 
supply can be used instead of generating the carriers separately 
at each node. A set A of N stable wavelengths exhibiting 
narrow linewidths and little wavelength drifts is delivered 
from a common wavelength generation center (WGC) to all 
network nodes on a carrier distribution fiber via the row 
and column fiber cables. At each node, a multiwavelength 
transmitter unit is used to implement the m transmitters as 
shown in Fig. 16. The device consists of an optical amplifier 
at the input, followed by a WDM demultiplexer to separate the 
N wavelengths. The required m wavelengths are modulated 
by m external modulators. 

The centralized carrier supply provides several advantages. 
First, merely one set A of stable and narrow linewidth carriers 
has to be generated at the WGC instead of generating the 
carriers at each node individually. Hence, the carrier set 
used in each node is identical, and therefore no wavelength 
ambiguity appears among the network nodes. Second, the 
narrow linewidth carriers together with an external modulation 
represent an excellent solution for dispersion-limited long-haul 
transmissions. In addition, the multiwavelength transmitter 
unit can be monolithically integrated in order to be a reliable 
and simple device. On the other hand, the centralized carrier 
supply has to fulfill hard requirements with regard to reliability 
and survivability of the network. However, it is possible to 
operate a spare WGC in case of a failure. 

VIII. CONCLUSION 

MATRIX is a network in which the number of wavelengths, 
the number of fibers, and the average number of hops are 
well balanced. As a main property, the all-optical network 
supports an information exchange with wavelength continuity. 
Packets are routed according to their wavelengths and with 
space-division switching. Provided that no network failures 
occur, buffering and switching of optical packets are needed 
merely once between source and destination node. This is 
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advantageous since buffering and switching still involve high 
optical losses. In case of network failures, packets can be 
routed on alternative all-optical paths through the network. 
The node structure is uniform and simple in the sense that each 
node has to process only packets on one wavelength. Finally, 
it has been shown that a certain regularity of the network 
architecture may imply significant simplifications in the node 
structure. 
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