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Abstract

A neural-learning fuzzy technique is proposed for T-S fuzzy-model identification of model-free physical systems.
Further, an algorithm with a defined modelling index is proposed to integrate and to guarantee that the proposed
neural-based optimal fuzzy controller can stabilize physical systems; the modelling index is defined to denote
the modelling-error evolution, and to ensure that the training data for neural learning can describe the physical
system behavior very well; the algorithm, which integrates the neural-based fuzzy modelling and optimal fuzzy
controlling process, can implement off-line modelling and on-line optimal control for model-free physical systems.
The neural-fuzzy inference network is a self-organizing inference system to learn fuzzy membership functions and
fuzzy-subsystems’ parameters as data feeding in. Based on the generated T-S fuzzy models for the continuous
mass—spring—damper system and Chua’s chaotic circuit, discrete-time model car system and articulated vehicle,
their corresponding fuzzy controllers are formulated from both local-concept and global-concept fuzzy approach,
respectively. The simulation results demonstrate the performance of the proposed neural-based fuzzy modelling
technique and of the integrated algorithm of neural-based optimal fuzzy control structure.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction

Research in fuzzy modelling and fuzzy control has come offa@e5,11,22,23]. There are two main
ways tatheoreticallyconstruct a T-S fuzzy model. Oneis fromlocal linear approximation, which generates
a linear consequent part with a constant term included in each rule; the other is via sector nonlinearity
concept[7,14,15], which results in a constant-free linear consequence for each rule. Both are demonstratec
to be universal approximations to any smooth nonlinear systems [16,20,28]. For simplification, these two
kinds of fuzzy structures are, respectively, denotelihasr andaffineT-S fuzzy systems by Tanaka and
Wang [20]. It is noticed that the consequent part of each fuzzy rule in both models are represented by a
linear state equation; the only difference between these two representations is that there exists a constan
singleton in the fuzzy rule consequence for #fne T-S fuzzy model.

The T-S type with no constant term in the local linear consequent part of eactimebe 1-S fuzzy
system) is the most popular fuzzy model for its further intrinsic analysis: T-S model-based fuzzy control
has been successfully applied to many nonlinear systems [15]. The linear matrix inequality (LMI)-based
fuzzy controller is to minimize the upper bound of the performance index [21]. Structure-oriented and
switching fuzzy controller are further developed for more complicated systems [6,12,14]. The optimal
fuzzy control technique is used to minimize the performance index from local-concept or global-concept
approach [25-27]. Recently, Tanaka and Wang developed an integrated LMI approach to fuzzy modelling
and controlling a nonlinear system with unknown parameters [10]. Three LMI conditions are derived to
identify the parameters of T-S fuzzy models, and a robust controller is developed to compensate the
identification error. The membership functions and fuzzy rule numbers are chosen as known parameters
in the aforementioned approach. And in order to decrease the computational cost, much research focuse:
on rule and consequence order reduction [6,15,17] and on rule switching technique [12]. Advanced
research for fuzzy modelling of more complicated systems is still open. Further, the aforementioned
research is available only for model-based nonlinear systems.

The approach of model-free nonlinear systems to guarantee the proposed fuzzy model under limited
modelling error and the corresponding fuzzy control with desirable implementation is still developing. Yu
and co-workers use a type-1 fuzzy neural network (FNN) with sliding-mode and gradient-decent learning
to control a Duffing system [9]. Wai uses FNN to mimic a perfect control law and compensate the error by
another compensator [19]. Lin and co-workers use FNN to approximate nonlinear functions and develop
adaptive laws to attenuate approximation errors and external disturbance [4]. Hu and Liu fuzzy model
a time-delay systeranalytically, then use adaptive RBF NN to approximate fuzzy modelling error and
adoptH, control to compensate the error [8]. Wang and co-workers use type-1 FNN with adaptive update
law to approximate an optimal controller [24]. Most of them describe systems with fuzzy rules and use
FNN to control the systems. There was no direct approach to identify T-S fuzzy systems of model-free
nonlinear systems.

In this work, we propose a neural fuzzy network (NFN) to achieve identification lofear T-S
fuzzy model for model-based or model-free systems, which can self-learn the Gaussian-type membership
functions and fuzzy subsystems’ parameters of each rule consequence. The gdineatddS fuzzy
model can be used to develop fuzzy controllers such as an LMI-based fuzzy controller, structure-oriented
and switching fuzzy controllers. In order to further ensure that the generated fuzzy model can approximate
the original physical system and more to control the model-free system well, we propose an integrated
algorithm, which integrates the proposed neural fuzzy network and previously proposed nonlinear optimal
fuzzy controller, to guarantee the generated fuzzy system can describe the physical system behavior anc
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the closed-loop neural-based optimal fuzzy control system is stable. The proposed structure is applied
to fuzzy modelling and optimal controlling of a mass—spring—damper system, a chaotic Chua’s circuit
system, a model car system and an articulated vehicle system.

2. Neural-based fuzzy model and optimal controller
2.1. Neural-based fuzzy inference structure

As we know, the T-S fuzzy model is basically a locally linearized fuzzy model, which describes global
behavior by fuzzily blending linear subsystems. Most T-S fuzzy models are identified by, respectively,
local linear approximation and sector nonlinearity cond@pt5], which fuzzily blendghe bounded
values of each nonlinear term to achieve global or semi-global effect. Accordingly, two kinds of T-S
fuzzy system representatioraffine T-S fuzzy model andinear T-S fuzzy model, are generated. The
difference between these two representations is that a singleton is included in the fuzzy subsystems of
theaffineT-S fuzzy model. Both fuzzy models are demonstrated to be universal approximations of any
smooth nonlinear system to any desired accuracy. However, these two modelling techniques (local linear
approximation and sector nonlinearity concept) are available for model-based systems only. Besides,
since the controller design féinear T-S fuzzy model has been developed very well, it is important to
propose a modelling technique to construtihaar T-S fuzzy system not only for model-based but also
for model-free nonlinear physical systems.

Juang and Lin proposed a neural-fuzzy inference network with self-learning ability (SONFIN) [3],
though araffineT-S fuzzy system can be obtained via this network by regarding external inputs as aug-
mented state variables. However, the singleton in each fuzzy rule is the key consequence for learning and
the state-dependent terms are just optional generated for compensation. The learning process will always
diverge by just deleting the singleton from the rule consequence of Juang’s algorithm directly. In other
words, basic SONFIN structure will learn type-1 fuzzy system basically. We modified this neural fuzzy
network such that the input- and state-dependent terms initially exist and the corresponding parameters
are adapted by the gradient method; in other words, the learning process will focus on generating input-
and state-dependent terms.

We here name the modified NFN to lieear-NFN and Juang’s to baffineNFN to denote the con-
structed fuzzy models to Bimear T-S type anaffineT-S type, respectively. Notice that even these two
structures are similar in representation but the learning spirit is totally different. That is, the singleton is
the key term and state-dependent terms are optional generated for compensation in the rule consequence
of affine type, but the input- and state-dependent terms are now the key terms in those of linear type.

Fig. 1 describes the proposed six-lajiaear NFN structure for realizing &near T-S fuzzy model.

This structure is similar to Juang’s except for the rule representation in the fifth layer. Each node in the
structure possesses finite weighted fan-in connections to the last-layer nodes and fan-out connections to the
next-layer nodes. An integration function is associated with the fan-in operation to integrate information,
activation and evidence; in other words, the integration function is the net input of a node. For example,
for theith node in thekth layer, we have

k koo ok

: _ k k k
net—lnputf = f(ull_,uzl_,...,upl,,wll_,wzi,...,w ),



S.-J. Wu et al. / Fuzzy Sets and Systems 154 (2005) 182—-207 185

Y1
Layer 6
Layer 5
Layer 4
Layer 3
Layer 2 \ > N > < / \/\/> </\>
./ Y,

Layer 1 I I
X

Fig. 1.linear-SONFIN structure.

whereuf ,u5 ..., uk are the inputs of thith node andvf , wh , ..., w are the associated weights.
The output operationf.‘ is then proceeded by an activation function),

o = a(net— inputh).

We now briefly describe the proposed six-layer NFN structure as follows.
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Layer I Each node in this layer is correspondent to one input variable and transmits the input variable
to the next layer directly; that is,

1 1
f:u[’ a :fa

where the linking weighi‘uil is unity in this layer. Layer 2 Each node in this layer denotes a linguistic
label; that is, the input variables are fuzzified in this layer. We choose Gaussian distribution as the
membership function and the operation is performed as

2 2
fy =L 2y e,
O'ij
wherem;; andg;; are the mean and the standard deviation of the Gaussian membership function of the
jth term of theith input variable:?.
Layer 3 The fuzzily blending operation is performed in this layer and hence each node represents one
fuzzy logic rule; that is,

n
D v NTD (v
Fd) = [Jud = e PmV1Di=mol g3 p) = .
i=1

wheren is the number of Layer-2 nodes joining with tié rule precondition,D; = diag(1/a;1,

1/6i2,...,1/0iy) andm; = (m;1, m;2, ..., m;,). Notice that the weighted factor for each fan-in stream

is unity in this layer and the node output is in fact the firing strength of the corresponding fuzzy rule.
Layer 4 This layer is for normalization and hence generalizes the normalized fire strength of the fuzzy

rule in the following way:

u?

faiy =2 ul a(H ==

where all weighted factors are unity in this layer.

Layer 5 This layer is the consequence layer. Each node in Layer 4 has its corresponding node. Notice
that the node outputs in Layer 4 are the key consequences of the fuzzy rules in Juang’s NFN; but now,
they are only the basic node inputs to store the fire strength information. Not only the input variables in
Layer 1 but also the external inputs of the physical system are included as the node inputs to generate
the consequence condition for the corresponding fuzzy rule. In other words, the activity function in this
layer is

f=Y ajixj+ Y buittm, a>(f)=f-uf.
Jj m
Layer 6 Each node in this layer is correspondent to one system output variable. This layer is to integrate

the actions from Layer 5, and hence to perform the defuzzifier operation for the fuzzy logic system. In
other words,

fw)y=>"ud, a®f)=r
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Hence, the input variables are fuzzified as fuzzy variables whose corresponding ternsetsave
Gaussian membership function with meas; and standard deviatior;;; the corresponding output for
the neural network is

SX(t)=A; X))+ Biu@), i=1...,r
In other words, the proposed NFN structure is in fact a neural-damssd T-S fuzzy modelling structure.

Vianeural learning technique, this structure will proceed the structure and parameter learning concurrently
and generate the followingear T-S fuzzy system:

R':If x1iS Thi(m1i, 01), - .., Xn iS Tpi (mpi, oni), thenY (1) = CX (1)

SX(t)=A;X(t)+ Bu@), i=1, ....r (1)
where R’ denotes theth rule of the fuzzy modely, ..., x, are system stated;;(mj;, o), ] =
1,...,n,is the fuzzy term of the input fuzzy variabte in theith rule withm ;; ands ;; being the mean
and standard deviation of the Gaussian membership fundtio(r) denotesX (¢) for the continuous case
andX (1 +1) for the discrete case& (1) = [x1, ..., x,]" € RW"isthe state vectok| () = [y1, ..., y]' €

%"’ is the system output vector, and) € H™" is the system input (i.e., control output); ang, B; and
C are, respectively; x n, n x m andn’ x n matrices.

Structure learning includes both precondition and consequence identification of a fuzzy IF-THEN
rule. Precondition identification (input-space partition) is formulated as the combinational optimization
problem to minimize the number of generated rules and the number of fuzzy term sets for each input
fuzzy variable, where the input space is partitioned in a flexible way via the aligned clustering-based
algorithm. Consequence identification is to decide the significant terms (states and inputs) to be added via
projected-based correlation measure of each rule. The combined precondition and consequence structur
identification scheme can set up an economical and dynamically growing network automatically. In
other words, this NFN structure possesses the self-construction ability to generate its rule nodes, term set
nodes and linking weights between nodes. As for the parameter learning, based on the supervised learning
algorithm, the least mean square algorithm is adopted to adjust the parameters in the rule consequence, an
the back-propagation algorithm for minimizing a given cost function is adopted to adjust the parameters
in the rule precondition.

2.2. Neural-fuzzy-based optimal fuzzy controller

Though the proposed NFN structure can obtain the linear T-S fuzzy model for the model-free systems,
the critical issue is how to ensure the training data sufficiently enough for describing the system behavior
effectively. As we know, once the designed optimal fuzzy contrallegr) is applied to a real physical
system, then the deviation between real and estimated output comes from modelling error and controlling
error. Via our previous papefa5-27], we know the proposed optimal fuzzy controller can exponentially
stabilize the corresponditigear T-S fuzzy system once each fuzzy subsystem is completely controllable
(c.c.) and completely observable (c.0.). In other words, the closed-loop real system compensated with the
optimal fuzzy controller is exponentially stable in the case of zero modelling error; that is, the neural-
learning-based T-S fuzzy system is consistent with the real nonlinear system. For measuring the modelling
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error, we define a modelling index as

|
YI_Csonfin(l) + 0
Yel(t)y +0

whereY sonfin(?) is the output of the proposed neural-learning-based T-S fuzzy closed-loop system and
Y (r) is the output of the real physical closed-loop systénis a small constant to ensure a nonzero
denominator. Accordingly to the stability of the optimal fuzzy closed-loop sy§2&27], we know the
index must approach unity as time goes to infinity once the fuzzy model can approximate the real physical
system very well. Therefore, we further integrate the neural-fuzzy modelling process and the optimal fuzzy
controlling design scheme into an integrated neural-fuzzy modelling and controlling (INFMC) algorithm
in Fig. 2. Via this INFMC algorithm, we can guarantee that the proposed neural-learning-based T-S fuzzy
models can describe the real physical systems well and obtain the corresponding optimal fuzzy controller.
In the rest of this subsection, the adopted local- and global-based optimal fuzzy controllers are described
briefly as follows.

Based on the generated T-S fuzzy model from Section 2.1, we assume all desired controllers are in the
form of

Iv(t) = , (2

R : If y1is Sy, ..., ywis Sy, thenu(t) =ri(t), i =1, ..., 9, (3)

whereyq, ...,y are the elements of output vecto(r), S1;, ..., S,; are the input fuzzy terms in the
ith control rule, and the plant input (i.e., control output) veat@y or r; (¢) is in X" space. Our quadratic
optimal fuzzy control problem is then described as follows:

Problem 1. Given the rule-based fuzzy system in Eb) With X (1) = Xo € %" and a rule-based fuzzy
controller in Eq. (3), find the individual optimal control law,(-), i = 1, ..., J, such that the composed
optimal controlleru™(-), can minimize the quadratic cost functiondlu(-)), over all possible inputs

u(-).

Ju()) = Oo[X’(t)L(t)X(t) +u'(Hu(r)]dr  (continuous, (4)
10
Ju()) = Z[X’(I)L(I)X(t) +u'(Hu(t)] (discrete-timeg, (5)
t=tp

whereX’ (r)L(t) X (¢) is state-trajectory penalty with(z) belonging to a symmetric positive semi-definite
n x n matrix andu’ (r)u(t) is fuel consumption.

For the local approach, we first adopt the principles of dynamic programming to transform the quadratic
optimization problem into a successively ongoing dynamic problem with regard to the state resulting from
the previous decision. Then, based ondhéditive property of energyve know thatat any time-step,
if we can find theoptimal local decisior{optimal control lavy for minimizing

0
J,(u,):f (X}L1X1+ufu,)dl, t € [tg, o0) (continuous, (6)
t

o0

Ji(ur) =) [X]LiX; + ujus), t € [to, 00) (discrete (7)

t
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Fig. 2. Integrated neural-fuzzy modelling and controlling (INFMC) algorithm.
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with regard to duzzy subsysterthe composed global decision can bglabal minimizerof total cost

with regard to duzzy systemn other words, based on the local viewpoint of the global optimal fuzzy
control, we know that solving the quadratic optimal control problem is to dimgt one corresponding
optimal solution of the fuzzy controller foeachrule of the fuzzy model. Thereupon, both the fuzzy
model andadmissiblefuzzy controller have, more precisely, the same input variables and same input
space partition, and there exists only one optimal fuzzy control rule for each fuzzy subsystem described
by a fuzzy rule in the fuzzy model. In short, the local-concept optimization technology is first adopted to
rewrite the quadratic optimization problems into the following successively ongoing dynamic problems
with regard to the state resulting from the previous decig2&i

Problem 1.1. Given the fuzzy subsystem,

X;=A;,X;+Byri,, L €[t,00),i =1,...,r (continuous, (8)
Xi41=A; X+ Byyrj;, L € [t,00),i =1,...,r (discretg (9)

with the initial state resulting from the previous decision, i, = X/,
(1) find the optimal local decision at time instan;tl.f, for minimizing the cost functional,

o0
J,(r,-[):/ (XleXl +ri’1r,~,)dl, t € [tg, 00) (continuous, (20)
o
Ji(ri) =Y (X[LiX; + r}ri)], t € [to, 00) (discrete; (11)

t

(2) obtain the optimal global decision at time instgnt;, for minimizing the cost functional, (u,) in
Egs. 6) and (7), by fuzzily blending each local decision, ig.= > ";_; hi(X;“)r;‘;.

Since the local fuzzy system (i.e., fuzzy subsystem) is linear, its quadratic optimization problem is
the same as the general linear quadratic issue. Therefore, it is realizable that solving the optimal control
problem for a fuzzysubsystencan be achieved by simply generalizing the classical theorem from the
deterministic case to the fuzzy case. Hence, we have the following corresponding local-concept optimal
continuous fuzzy controller design schemes.

Proposition 1 (Local-concept continuous Wu and LRbB]). For a continuous fuzzy controllerespec-
tively, in Eq. (3) and the continuous fuzzy system in Eq, let A;, B;, C, L be given constant matrices.
If (A;, B;)isc.c.and(A;,C)isc.o.fori =1, ..., r,then

(1) there exists a unique x n symmetric positive semi-definite solutidp of the steady-state Riccati
equation(SSRE

A'K + KA; — KB;B!K + L =0; (12)
(2) the asymptotically local optimal fuzzy control law is
ri(t) = =Bl X*(1), i=1 ... (13)

and their*blending global minimizen*(r) = Y i_; h; (X*)r}*(r) minimizes/ (u(-)) in Eq. (4);
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(3) and the optimal global feedback fuzzy subsystem

X*(t) =) hi(X*)(A; — Bi B{z,,)X*(¢) (14)
i=1
is exponentially stable

Proof. From the inference in the above, we can get local optimal fuzzy controkfaxy in Eq. (13)
and thelocal feedback fuzzy subsysteri*(r) = (A; — B; B! néo)X *(1), is exponentially stable. We
demonstrate the stability of the composgabal feedback fuzzy subsystem in Eq. (14) in the Appendix.

For the discrete-time system, we have the following corresponding local-concept optimal discrete-time
fuzzy controller design schemes.

Proposition 2 (Local-concept discrete-time, Wu and I[#5]). For the discrete-time fuzzy controller in
Eqg. (3) and the discrete-time fuzzy system in ED, let A;, B;, C, L be given constant matrices. If
(A;, B;) is stabilizable and 4;, C) is detectable foi =1, ..., r, then

(1) there exists a unique symmetric positive semi-definite soluti@) of the following algebraic
SSRE

V(oo) =L + A[V(c0)[l, + Bi B[V (00)] T A;, (15)
V(oo)=L + AlV(c0)A; — AlV (c0)Bi[I, + B{V(oo)B,-]—lB,.’V(oo)A,-; (16)

(2) the asymptotically local optimal fuzzy control law is
r¥(t) = —[1, + Bin' (00) Bi1 B!’ (00) A; X* (1), t=to, ....,N—1, 17)

and the resultant global controller*(t) minimizes/ (u(-)) in Eq. (5);
(3) moreoveythe optimal local feedback fuzzy subsystem

X*(t +1) = [I, + B;Bin' (00)] 72 A; X* (1), (18)
is asymptotically and exponentially stable
As for the global-concept technique, since each penalty term in the performance index is with regard
to the entire fuzzy system and controller, we fuzzily blend the distributed fuzzy subsystems and rule-
based fuzzy controller into the entire fuzzy system and entire fuzzy controller formulations, and unify

the individual matrices into synthetical matrices to fordin@ar-like global system representation of a
fuzzy system,

SX (1) =H(X@)ANX )+ HX@0)BO)W(Y (1))R(),

Y(t)=C()X (1), (19)
whereH (X (1)) = [ha(X () ] ... by (X () 1,], WY (1)) = [wa(Y ) Ly ... ws(Y () 1],
A1(2) B1(1) ri(t)
A(t) = : , B(t) = : ,R(1) =

A(0) B, (1) rs(0)
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with I,, and I,, denoting the identity matrices of dimensiarandm, respectively. Andh; (X (¢)) and
w; (Y (1)) are the normalized fire strengths for tith fuzzy rule in the fuzzy system and in the fuzzy
controller, respectively. Furthermore, a multistage-decomposition approach is adopted to transform the
optimal control problem into an ongoing stage-by-stage dynamic [28,27].

Notice that thdormulationand simplification of @uadratic optimal fuzzy contrg@roblem is achieved
by fuzzily merging distributed rule-based T-S type fuzzy subsystems intaefuzzy system. This can
initiate and activate the researchglobal optimalfuzzy controller design. The unification ofdividual
matrices 4; (k) andB;(k),i = 1, ..., r)and normalized membership functions(X (k)),i =1, ..., r,
andw; (Y (k)),i = 1,...,9) into syntheticalmatrices QA (k), B(k), H(X (k)) and W (Y (k))) generates
alinear-like global system representation of a fuzzy system with the value of each element of the non-
linear terms H (X (k)) and W(Y (k))) being located in segmef®, 1]. This linear-like representation
motivates us to develop the design scheme of a global optimal fuzzy controller in the way of general
linear quadratic approach, i.e., calculus-of-variation method. Moreover, the multistage-decomposition
approach is to transform the optimal control problem into an ongoing stage-by-stage dynamic issue; that
is, the optimal solutions can be resolved fratnsegmentahonlinear TPBVP instead of the nonlinear
TPBVP for the entire horizon. This decomposition operation can speed up numerical solution and keep
the global optimality at the same time. Furtherma¥edenotes the number of stages at which mem-
bership functions can be assumed to be invariant during the whole single stage and is assumed to make
thebackward recursiviiccati-like equatioravailable This avoids the high computational complexity
of the collocation method at the expenseapproximate optimalitidue to the time-invariant assump-
tion. Furthermore, a procedure including a dynamical decomposition algorithm is proposed to justify the
time-invariant assumption in practice [26].

According to the derivation above, we can obtain the global-concept-based optimal fuzzy controller
for both continuous and discrete-time fuzzy systems as follows.

Proposition 3 (Global-concept continuous, Wu and L{26]). Consider the time-invariant fuzzy system
in Eq. (1)and fuzzy controllerin Eq$3);if N > N, (A;, B;)isc.c.and A;, C)isc.o,foralli =1,...,r,
then

(X3,(). R (1) = (XL, (1), RE(0). Vt € [th. ). 15 = to. 1y =o00.i=1.....N, (20)
whereRL_(t) is theith-stage asymptotically optimal control law
RL (1) = —W! W, W/ T B H! X (1), t € [1}, o0), (21)

which minimizesléo(R(-)) = ftZo[X’(Z)LX(t) + R’(t)Wl.’ W;R(t)] dr, and Xg;(t) is the corresponding
asymptotically optimal trajectory that satisfies

X' (1) = (H;A — H;BB'H!n. )X' (1), t € [1}, 00), (22)
wherer’ is the unique symmetric positive semidefinite solution of the SSRE
A'H'K + KH;A — KH;BB'H!K + C'C = 0. (23)

Proposition 4 (Global-concept discrete-time, Wu and [[#7]). Consider the time-invariant fuzzy sys-
tem and fuzzy controller descrihgdspectivelyby Eqs (1) and(3) with L = C'C. If there existsV such
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thatif N > N, (A;, B;)isc.c.and(A;, C)isc.0,i =1, ..., r, then for each stage(X 5, (k), R (k) =
XL (k), RE,(K)), Vk € [kb, ki —1], k& = ko, k¥ = oo, where the ith-stage asymptotically optimal control
law,

R (k) = —W![WiWI B'H!nl_[I, + H;BB'H!n' ] H; AX'_ (k), k € [k}, 00), (24)

which minimizes/i_ (R(\)) = Z;ﬁki [X'(k)LX (k) + R (k)W!W;R(k)]; Xéz(k) is the corresponding
-0
asymptotically optimal trajectory

X (k+1) =[I, + HiBB' H'7. ] Y H; AXT_ (k), k € [kboo), (25)

wherer' is the unique symmetric positive semidefinite solution of the discrete-time algebraic Riccati-like
equation

K=L+A"H'K[I, + H;BB'H/K1"*H; A, (26)
K=L+A"H KH;A— A"H'KH;B[I, + B'H' K H; Bl *B"H'K H; A. (27)

3. Physical system modelling and controlling

In this section, we shall generate the T-S fuzzy models and design the optimal controllers for four
complicated nonlinear physical systems. The INFMC algorithm is adopted to integrate the neural-fuzzy
modelling and optimal fuzzy controlling process, and more to guarantee that the proposed neural-learning-
based T-S fuzzy models can approximate the original physical systems very well. The neural-fuzzy-based
optimal fuzzy controller are designed from both local and global concept, respectively. Simulation results
show that the proposed optimal fuzzy controllers can effectively drive the physical systems to the target
points in a short time.

3.1. Neural-based T-S fuzzy modelling

In this section, we shall use the propodieeéar NFN structure to generate the correspondingar
T-S fuzzy models for the mass—spring—damper sy$idj the chaotic Chua’s circuit system [21], the
model car system [13] and the articulated vehicle system [18], respectively.

A mass—spring—damper system can be formulated as [11]

¥ =—0.153 - 0.02x — 0.67x> + u, (28)

wherex € [-1.5 1.5] andx € [—-1.5 1.5].

It is not necessary to train the input/output pattern repeatedly in the learning process. There initially
exists no rule in the neural-fuzzy structure. As on-line feeding in the training data, the following opera-
tions are done simultaneously: the input/output spaces are partitioned, the fuzzy rules are generated, the
consequent structure and the parameters in the structure are identified optimally. The training results are
shown in Fig. 3 and the neural-learning-based T-S fuzzy model for the mass—spring—damper system is
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output

40

time

Fig. 3. Neural-based fuzzy modelling (solid line) for a continuous mass—spring—damper system (dashed line).

as follows:

R : If x1 FS Ty (my;, 01;) andxz is To; (my;, 62;),
thenX () = A; X(t) + Bju(@®), i=1,...,5,

where fuzzy term set§;1(—0.4158 0.6545, 7>1(0.3982 0.5249, T12(—0.597, 0.7889,
T»2(—0.8596 0.6376), T13(0.1681, 0.4798), T»3(0.3514 0.6428, T14(—0.5881, 0.7827),
T»4(—1.1486 0.6783), T15(—0.5881, 0.7827), T»5(1.1379 1.0588);

s _[0.3718 06995 4, _[00014 13836] [0 -0.1848
=1 o |° “27 1 0 3711 0 ’
s [0 -2.7786 4o [ 0741 —15384

71 0 o A5 1 0 ’

S N 10

n=[2] i=rsxo =[]

According to the controllability and observability analysig25], we know the generated fuzzy model

in Eq. (29) is c.c. and c.o.
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We next consider a more complex continuous nonlinear chaotic system, Chua’s circuit, which is an

electronic system with one inductdr), two capacitors1, C2), one linear resistorX) and one piecewise
linear or nonlinear resistog] included. The dynamic behavior of Chua'’s circuit can be describgiljs

. 1 /1
Vey = — (E(vcz — Ve, — g(vcl))> ,

C1
) 1 /1 )
Ve, = G, <E(vcl —vc,) + lL) ,
. 1 .
ip = Z(—vc2 — Roir), (30)

wherevc, andvc, are the voltage of capacitors aidis the instant current of the inductor; the nonlinear
resistor is characterized g$vc,) = Gpvc, + %(Ga — Gp)(lvey + E| — |ve, — E|) with parameters
G., G < 0. We denote the state variabte= [v¢,, vc,, ir]" and choos& = 10/7, Ro =0, L = 1/7,
C1=01,C=2,G, = —4,G, = —0.1 andE = 1. After successful training in Fig. 4, the generated
T-S fuzzy model is

R': If x1is Ty (my, 01;), thenX(t) = A; X (1), i =1,...,4, (31)

20

output

time

Fig. 4. Neural-based fuzzy modelling (solid line) for a continuous Chua'’s chaotic system (dashed line).
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where the fuzzy term sefg1(—0.105 1.556), T12(7.45, 5.525), T13(0.031, 5.004), T14(—8.939 7.622);
[ 68.85 7 0 —2.395 7 0 12.06 7 0

A1=| 035 -035 05|, Ax= 035 -035 05|, A3=| 035 -035 05/,
0 -7 0 0 -7 0 0 -7 0

As=| 035 —-035 05
0 —7 0

[ —2.508 7 0 :|

We now step for fuzzy modelling the discrete-time nonlinear systems, the car model §/3fem

vt
)C1(k + 1) =X1(k) + m,
x2(k + 1) = x2(k) + vt sin(x1(k)),
x3(k + 1) = x3(k) + vt cos(x1(k)), (32)

wherexi(k), x2(k) andxz(k) are, respectively, the angle of the car, the vertical and horizontal position
of the rear end of the cai(k) is the steering anglé,is the length of the car,is the sampling time and

v is the constant speed. The parameters were choser=a28m,v = 1.0m/s andr = 1.0s. After
neuro-fuzzy modelling in Fig. 5, we have

R': If x; (k) is Ty (my, 1), thenX(k +1) = A; X (k) + Biu(k), i =1,...,5, (33)

20

output

0 50 100 150 200 250 300
time step

Fig. 5. Neural-based fuzzy modelling (solid line) for a discrete-time model car system (dashed line).
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where fuzzy term set$11(0.001, 0.224), T12(—0.57,0.353), T13(0.567, 0.345), T14(—1.562 0.6198),
T15(1.5610.619); X (k) = [x1(k), x2(k)]’;

1 0 1 0 1 0

Al:[1.01 0]’ AZ:[O.969 1} A3:[o.974 1]’
1 0 1 0 0.377 0.39 0.388
A4:[O.686 1]’ A5:[O.672 1]’ Bl:[—o.oos] Bz:[om]’ B3=[o.011]’

0.394 0.403
Ba= [—0.104] - B = [—0.15] ’
which is c.c. and c.o.

We further concern ourselves with a multi-dimensional and more complicated discrete-time nonlinear
articulated vehicl¢18],

vAt
x1(k + 1) =x1(k) + - tan(u (k)),

x2(k) = x1(k) — x3(k),
xolk + 1) = xafh) + 2 sinCea (b)),

xa(k + 1) = xa(k) + vAt cosxz(k)) sin <x3(k +D+ xs(k)) ’

2
x3k+1) + xs(k))
> ;

x5(k + 1) = x5(k) + vAr cogxz(k)) cos( (34)
whereu(k) is the steering angleg1(k), x2(k), x3(k), x4(k) andxs(k) are the angle of truck, the angle
difference between truck and trailer, and the angle of trailer, the vertical and horizontal position of the
rear end of the trailer, respectively. We get 0.2 m,L = 0.32m,v = —0.1 m/s, At = 0.5. After
neuro-fuzzy modelling in Fig. 6, we obtain the following correspondingar T-S fuzzy model:

R @ If xp(k) is Ty (i, o2;) , x3(k) is Ta; (m3;, 03;) andxa(k) is Ta; (m4;, o4;),
thenX (k + 1) = A; X (k) + Biu(k), i =1,...,4, (35)

where fuzzy term sets7»1(0.178 0.182), 731(1.316 0.188), 741(0.63,0.18), 7>2(0.809 0.123),
T32(0.532 0.801), T42(—0.07,0.578), 753(0.809 0.123), 733(1836,2541) T43(—1.03 0547,
To4(—0.043 1.19), T34(—1.614,0.975, T44(0.409 0.89), T»5(—0.043 1.19), 735(0.935 2.059),
Tys5(—1.44, 2.32);

[ —0.388 Q155 Q42 | [ —0.232 Q133 -0.051
Ap=| —2848 Q0215 3039|, A,=| —1246 -0.167 Q114 |,
| —5.085 —0.889 3476 | | —2.688 —6.848 1669

Az =| —-1.076 2063 -—-207 |, Az=| —0.129 Q995 Q000 3.662
| —1116 9032 —0.596 | | —0.504 Q069 Q99 5.345

[ 0.062 0641 —0.242 [ 3.808 —0.562 0057:| |:1.602:|
, Bi1= ,
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output
o

0 100 200 300 400 500 600 700 800
time step

Fig. 6. Neural-based fuzzy modelling (solid line) for a discrete-time articulated vehicle system (dashed line).

C 2674 —0.348 Q029 1.329 1.162 —2.395
As=| —017 1004 —00003|, Bo=| 0391 |, Bs=| 1256 |, Bs=| —0.017 |,
| —0.366 Q042 Q992 2331 1285 0.404
[ —1.433 xa(k)
Bs—| 0012 |: x@=|"20 |
0.281 x3(k)
- x4(k)

which is also c.c. and c.o.
3.2. Optimal fuzzy controlling

Based on the proposed T-S fuzzy model in E2f)(for the continuous mass—spring—damper sys-
tem, the fuzzy model in Eq. (31) for continuous Chua’s circuit, the fuzzy model in Eq. (33) for the
discrete-time model-car system and the fuzzy model in Eq. (35) for the discrete-time articulated vehi-
cle system, we can now obtain the corresponding optimal fuzzy controllers, which can achieve global
minimum effect under quadratic performance consideration defined @mtinefuzzy system and fuzzy
controller.

Fig. 7 shows the simulation results for the mass—spring—damper system in Eq. (28) at the initial
conditions, X (0) = (-1, — 1), (-1, 1/, (1, — 1)’ and(1, 1)/, and the designetbcal-concept



S.-J. Wu et al. / Fuzzy Sets and Systems 154 (2005) 182—-207 199

velocity

-1.5 -
0 1 2 3 4 5 6 7 8 9 10
time
15
C |
o
3
o
o
-15
0 1 2 3 4 5 6 7 8 9 10
time
4

0 1 2 3 4 5 6 7 8 9 10
time
Fig. 7. (a) The state responses of the continuous mass—spring—damper system with the lbesigoedcepbptimal controller
at the four initial conditionsX (0) = (-1, — 1), (=1, D/, (1, — 1’ and(1, 1)*; (b) the designedtbcal-concepoptimal
controller withX (0) = (-1, — 1)’.

optimal controller withX (0) = (—=/2, 10, 0)'. As for the automaton chaotic system, in order to control
the chaotic behavior, the external forces are imposed on the Chua’s circuit iB@patd hence the
corresponding automaton forced-free fuzzy model in Eq. (31) is then rewritten as the following forced
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x1v.s.t X2 Vv.s. t
15 T T T T 6 T T T T
10 | 4
5 2
20 Yo
5 -2
-10 | . 4t
-15 . . . . -8 ) ) ) )
0 50 100 150 200 250 0 50 100 150 200 250
time time
x3 v.s. t u*v.s.t
25 T T T T 5 T T T T T T T T T
20 |
15 | oy
10
5l
5|
o 0 5-10
-5 |
-15¢+1
-10
-15 20|
-20
.25 ! ! ! ! _ ! ! ! ! ! ! ! ! !
0 50 100 150 200 250 200 201 202 203 204 205 206 207 208 209 210
time time

Fig. 8. The state responses of the continuous Chua’s chaotic system with initial con#lit@ns: (0, 1, 0)’, actuated by the
designedylobal-concepbptimal controller at = 200.

fuzzy model,
R : If xqis Ty, thenX(r) = A; X (1) + BiU®t), i=1,...,3, (36)
where
ug (k)
Ur) = | uz(k)

u3(k)
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xlvs.t
(pir2, -10, 0)'
(-pil2, -10, 5) i
(pil2,-10, 5)
(-pil2, -10, 0)
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time-step
X2 v.s.t
(pif2, -10, 0) |
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10 20 30 40 70
time-step
X2 V.s.x3
(-pif2, -10, 0)
(pil2,-10, 5)
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-10 0 10 20 30 60
time-step

Fig. 9. The state responses and trajectories of the discrete-time model car system with the desajreahceptoptimal
controller at the four initial conditionsx (0) = (—=/2, 10, 0)!, (n/2, 10, 5, (z/2, — 10, 0)! and(—=r/2, — 10, 5)'.
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Fig. 10. The state responses of the discrete-time articulated vehicle system with the dgkigaedoncepbptimal controller
at the four initial conditionsX (0) = (—86.1°, 12.4°, 73.7°, 0.59,
(-11&, —1.61°, — 116, —1.71, —0.41)" and(60°, 5°, 55°, —1.71, — 0.61).
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05 L (-45, -65, 0.59) |
(12.4, 73.7, 0.59)

(-1.61, -116, -1.71)

Al (5,55, -1.71)

0 50 100 150
time-step

15

0.5 i

u*(t)
o

-0.5 H 4

-1.5

0 50 100 150
time-step

Fig. 11. (a) The trajectory of the discrete-time articulated vehicle system with the degjlghedconcepoptimal controller
at the four initial conditionsX (0) = (—86.1°, 12.4°, 73.7°, 0.59, — 0.41), (-110°, —45°, —65°, 0.59, — 0.61),
(—118, —1.61°, — 116, —1.71, —0.41)! and(60°, 5°, 55°, —1.71, —0.61); (b) the designed global-concept optimal
controller withX (0) = (—86.1°, 12.4°, 73.7°, 0.59, — 0.41)".

is the imposed external input ai(r), i = 1, ..., 3, is chosen as the identity matrix with dimension
3 x 3. Fig. 8 shows the state responses of the continuous Chua’s chaotic system with initial conditions
X (0) = (0, 1, 0), controlled by the designeglobal-concepbptimal controller applied at= 200.

As for discrete-time system, the steering angle of the model car is restriai€b)te: =/2. Hence, we
assume the controller output for the model car systeniis < 1.2. Based on the proposed fuzzy model
and the correspondirigcal-concepfuzzy controller, we have the simulation results for four initial con-
ditions, X (0) = (—=/2, 10, 0), (n/2, 10, 5), (n/2, —10, 0)' and(—=/2, —10, 5)!,in Fig. 9. Fig. 10
shows the state response of the articulated vehicle closed-loop system controlled by the prmbeded
concepboptimal fuzzy controller at initial conditions( (0) = (—86.1°, 12.4°, 73.7°, 0.59, — 0.41)’,
(—-11C, —45°, —65°, 0.59, —0.61), (-118&, —1.61°, —116, —1.71, —0.41)' and(60°, 5°, 55°,
—1.71, —0.61). Fig. 11 is the trajectory at initial conditionX,(0) = (—86.1°, 12.4°, 73.7°, 0.59,
-0.41', (-110¢, — 45, —65, 059, —0.61)/, (—-11&, — 1.61°, — 116, — 171, — 041’
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index

time

Fig. 12. The modelling indeky, (¢) for local-concept optimal fuzzy controller actuated mass—spring—damper system with initial
conditionX (0) = [—1, — 1]%, where the dashed line denotes output) = x(r) and the solid line denotds(r) = x(r).

and(60°, 5°, 55°, —1.71, —0.61)", and the proposeglobal-concepbptimal controller withX (0) =
(—86.1°, 12.4°, 737°, 0.59, — 0.41)".

3.3. Performance and stability

The modelling indexX, in Eqg. 2) not only provides an index to integrate the neural-fuzzy modelling
and controlling for both the model-based and model-free physical system due to the stability properties
mentioned in our previous paper, but also serves as a modelling-error index for the neural-fuzzy modelling
process in both transient and infinite-time states. Fig. 12 shows the modelling index evolution of the
proposed neural-learning-based T-S fuzzy model in Eq. (29) for the mass—spring—damper system in
Eq. (28) with initial condition set to b& (0) = [—1, —1]’. The index is nearly coincident with one
except in some trivial points; in other words, the modelling error approaches zero in the large. Hence,
with the INFMC algorithm, we can self-organize a T-S fuzzy model of a physical system under limited
modelling error.

Furthermore, since the proposed neural-based T-S fuzzy model can approximate the real physical very
well, the properties of the closed-loop system (the real physical system compensated with the proposed
optimal fuzzy controller) are the same as those of the closed-loop fuzzy system (the T-S fuzzy model
compensated with the proposed optimal fuzzy controller). For the mass—spring—damper system, since
each fuzzy system in Egs. (29) is c.c. and c.o., we know the local-concept closed-loop fuzzy systems
and the global-concept closed-loop fuzzy system, and then their corresponding closed-loop real physical
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systems are exponentially stafi@5—27]. The same properties can be found in Chua’s circuit, model-car
and articulated vehicle closed-loop systems.

4. Conclusions

A neural-learning-based fuzzy inference network, which emphasizes physical system input- and state-
dependence consequences in each fuzzy rule, is proposed to achieveshB-S fuzzy modelling. Both
the local-concept and global-concept optimal fuzzy controller design scheme are adopted to stabilize the
nonlinear system. Furthermore, based on the guaranteed stability properties, an INFMC algorithm with
defined modelling index included is proposed to integrate the neural-fuzzy modelling and optimal fuzzy
controlling. Via the proposed INFMC algorithm, the neural-based fuzzy model for a nonlinear system is
ensured; hence, the intrinsic properties of the closed-loop physical system can be captured by those of
the corresponding closed-loop fuzzy system. Two continuous and two discrete-time physical systems are
concerned in implementation of the modified neural-fuzzy structure and the proposed INFMC algorithm.
Simulation results demonstrate that the proposed NFN can self-organiiegheT-S fuzzy models
for those real systems with limited modelling errors and that the proposed neural-based optimal fuzzy
controller can drive the physical systems to desired targets in a short time.

Appendix A.

Proof of Proposition 1. Via the converse theorem, we know the stability of the resultant feedback fuzzy
system concurs with that of the linearized fuzzy system (with respecg)o

-

X*(t) =Y hi(Xo)[Ai — BiB] al 1X*(1). (37)

i=1

For clarity, we introduce the notatiof; to denote the local feedback system matrix. Then, as we know
each feedback fuzzy subsystem is exponentially stable, which measisabeunof A.;,i =1,...,r,
denoted bys[A;], is located in the open left-half plane of the complex sp&Ce,i.e.,o[A.i] C %°,
i =1,...,r.Accordingly, we havel[h; (Xo)Aq]1 C €°,i =1,...,r,viathe spectral mapping theorem
andh;(X,) € [0, 1] for all X, € %". Hence, the zero solution of (t) = h;(Xo)Ae X (1) ONt>1g iS
exponentially stable; in other words, there exists constants0 andm; > 0 such that for allg € %,

|| @i XA t=10) || gy, @710 >pg, i =1, ..., 7.
Then, the state transition matrik(z, 7g), of the linearized fuzzy system in EQY) is
r r
lp(t, to)|| = ||er:1hi(Xo)Aci(f*lo) < 1_[ ”ehi(Xo)Aci (l*fo)” < l_lmie*ai(l*lo) <me*a(l*f0)’
i=1 i=1

wherem 2 [T;_ym: > 0 anda 2 > i_pa;i > 0. Therefore, the linearized fuzzy system and also the
feedback fuzzy system are exponentially stable.
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