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Abstract

Recommending products to attract customers and meet their needs is important in fiercely competitive environments. Recom-
mender systems have emerged in e-commerce applications to support the recommendation of products. Recently, a weighted
RFM-based method (WRFM-based method) has been proposed to provide recommendations based on customer lifetime value,
including Recency, Frequency and Monetary. Preference-based collaborative filtering (CF) typically makes recommendations based
on the similarities of customer preferences. This study proposes two hybrid methods that exploit the merits of the WRFM-based
method and the preference-based CF method to improve the quality of recommendations. Experiments are conducted to evaluate
the quality of recommendations provided by the proposed methods, using a data set concerning the hardware retail marketing. The
experimental results indicate that the proposed hybrid methods outperform the WRFM-based method and the preference-based CF

method.
© 2004 Elsevier Inc. All rights reserved.
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1. Introduction

Recommender systems have emerged in e-commerce
applications to support product recommendation (Scha-
fer et al.,, 2001), which provide individual marketing
decisions for each customer (Peppers and Rogers,
1997). Recommender systems are technologies that as-
sist businesses to implement one-to-one marketing strat-
egies. Recommender systems rely on customer purchase
history to determine customer preferences and to iden-
tify products that customers may purchase. Supporting
product recommendation services can strengthen the
relationship between the buyer and seller and thus in-
crease profit. Schafer et al. (2001) presented a detailed
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taxonomy of recommender systems in E-commerce,
and elucidated how they can provide personalization
to establish customer loyalty. Generally, recommender
systems provide several merits, including increasing the
probability of cross-selling; establishing customer loy-
alty and fulfilling customer needs by discovering prod-
ucts in which they may be interested in purchasing.
Various recommendation methods have been pro-
posed for recommender systems. Collaborative filtering
(CF) has been successfully used in various applications.
The CF method utilizes preference ratings given by vari-
ous customers to determine recommendations to a target
customer based on the opinions of other similar custom-
ers. A typical CF method employs K-nearest neighbors
approach to derive top-N recommendations (KNN-
based CF method). The GroupLens system (Resnick
et al., 1994) applied CF method to recommend Usenet
News and movies. Video recommender (Hill et al.,
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1995) also used the collaborative approach to generate
recommendations on movies. Examples of music recom-
mender systems are Ringo (Shardanand and Maes,
1995) and MRS (Chen and Chen, 2001). Siteseer (Rucker
and Polanco, 1997) provided Web page recommenda-
tions based on the bookmarks of the user’s virtual neigh-
bors. Content-based filtering is another approach
different from collaborative filtering. Conventional con-
tent-based filtering provides recommendations by match-
ing customer profiles (e.g. interests) with content’s
features (e.g. product’s attributes). NewsWeeder (Lang,
1995) is an example of content-based recommender sys-
tems. Moreover, Changchien and Lu (2001) developed a
procedure for mining association rules to support on-line
product recommendations. Amazon.com employed item-
to-item collaborative filtering to provide recommenda-
tions of those products that are similar to the customer’s
purchased and rated products (Linden et al., 2003).

Although various approaches for making recommen-
dations have been presented, few consider customer
lifetime value (CLV) and the effect on product recom-
mendations. Firms are increasingly recognizing the
importance of the lifetime value of customers (Berger
and Nasr, 1998). Generally, RFM (Recency, Frequency,
and Monetary) method has been used to measure CLV
(Miglautsch, 2000; Kahan, 1998). In fiercely competitive
environments, identifying the CLV or loyalty ranking of
customer segments is important for helping decision-
makers to target markets more clearly. Additionally,
the effect of CLV on recommendations should be inves-
tigated to make more effective marketing strategies.
Recently, Liu and Shih (2004) proposed a weighted
RFM-based method (WRFM-based method) that inte-
grates AHP and data mining to recommend products
based on customer lifetime value. The WRFM-based
method employs association rule mining to identify
recommendation rules from customer groups that are
clustered according to weighted RFM values. Their
experiments demonstrated that the WRFM-based meth-
od outperforms the typical KNN-based CF method, and
can identify effective rules for making recommendations
to customers with high lifetime value or loyalty. How-
ever, generating recommendation rules for less loyal cus-
tomers is difficult. Similar to the WRFM-based method,
a preference-based CF method can be derived that em-
ploys association rule mining to extract recommenda-
tion rules from customer groups which are clustered
according to customers’ purchase preferences. A pilot
experiment of this study revealed that the preference-
based CF method may suggest some useful recommen-
dations that the WRFM-based method can not provide,
and thus may improve the quality of recommendations
to less loyal customers. Accordingly, this study pro-
posed hybrid recommendation methods that incorpo-
rate the advantages of the WRFM-based method and
the preference-based CF method.

The rest of this study is organized as follows. Section
2 outlines the background and reviews related work on
customer lifetime value, market segmentation and rec-
ommendation methods. Section 3 illustrates the pro-
posed methods. Section 4 describes the experimental
setup and the criteria to evaluate the quality of recom-
mendations. Experimental results are also presented to
verify the proposed approach. Finally, Section 5 draws
conclusions, summarizing the contributions of this work
and outlining areas for future research.

2. Background
2.1. Customer lifetime value analysis and RFM evaluation

Customer lifetime value (CLV) is typically used to
identify profitable customers and to develop strategies
to target customers (Irvin, 1994). Measuring RFM is
an important method to assess customer lifetime value.
Bult and Wansbeek (1995) explained the RFM terms
as follows: (1) R (Recency): period since the last pur-
chase, and a lower value corresponds to a higher prob-
ability of the customer’s making a repeat purchase; (2)
F (Frequency): number of purchases made within a cer-
tain period; higher frequency indicates higher loyalty
and (3) M (Monetary): the amount of money spent dur-
ing a certain period; a higher value indicates that the
company should focus more on that customer.

Numerous studies have discussed the evaluation of
CLV. Hughes (1994) presented a method for RFM scor-
ing that involved using RFM data to sort individuals
into five customer quintiles. Different marketing strate-
gies can thus be adopted for different customers. Practi-
cally, RFM variables may be differently weighted in
different industries (Stone, 1995). However, Stone
(1995) determined the RFM weightings subjectively,
without employing a systematic approach. The analytic
hierarchy process (AHP), a mathematical technique for
multi-criteria decision-making (Saaty, 1994), enables
decision-makers to make decisions. Liu and Shih
(2004) had employed AHP to evaluate RFM weightings
(relative importance) according to the subjective percep-
tions of decision-makers.

2.2. Market segmentation

Data mining techniques have been applied to various
application domains. Clustering technique is usually
used to segment markets (Punj and Stewart, 1983; Chen
et al., 1996), which seeks to maximize variance among
groups while minimizing variance within groups. Many
clustering algorithms have been developed, including
K-means, hierarchical, fuzzy c-means and others.
K-means clustering (MacQueen, 1967) is a method com-
monly used to partition a set of data into k groups. The
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K-means algorithm assigns data samples to clusters by
the minimum distance assignment principle (Hearst,
1998), which assigns a data sample d; to the cluster ¢;
such that the distance from d; to the center of ¢; is the
minimum over all k clusters.

2.3. Association rules for product recommendation

Association rule mining (Agrawal et al., 1993; Srikant
and Agrawal, 1995; Yun et al., 2003) is a widely used
data mining technique to generate recommendations in
recommender systems. Accordingly, this work employs
association rule mining to discover the relationships
among product items based on patterns of co-occur-
rence across customer transactions.

2.3.1. Association rule mining

Association rule mining aims to find an association
between two sets of products in the transaction data-
base. Agrawal et al. (1993) formalized the problem of
finding association rules that satisfy minimum support
and minimum confidence requirements. Let 7 be a set
of product items and D be a set of transactions, each
of which includes a set of products that are purchased
together. An association rule is an implication of the
form X= Y, where XCI, YCIL and XNY=@. X is
the antecedent (body) and Y is the consequent (head)
of the rule herein. Two measures, support and confi-
dence, are used to indicate the quality of an association
rule. The support of a rule is the percentage of transac-
tions that contain both X and Y, whereas the confidence
of a rule is the fraction of transactions that contain X,
that also contain Y.

The support of an association rule indicates how fre-
quently that rule applies to the data. Higher support of a
rule corresponds to a stronger correlation between the
product items. The confidence is a measure of the relia-
bility of an association rule. The higher the confidence
of a rule corresponds to a more significant correlation
between product items. The apriori algorithm (Agrawal
et al., 1993; Agrawal and Srikant, 1994) is typically used
to find association rules by discovering frequent itemsets
(sets of product items). An itemset is considered to be
frequent if the support of that itemset exceeds a user-
specified minimum support. Moreover, association rules
that meet a user-specified minimum confidence, can be
generated from the frequent itemsets.

2.3.2. Association rule based recommendation

Sarwar et al. (2000) described the method of associa-
tion rule-based recommendation as follows. For each
customer, a customer transaction is created to record
all the products previously purchased by the customer.
The association rule mining algorithm is then applied
to find all the recommendation rules that satisfy the
given minimum support and minimum confidence con-

straints. The top-N products to be recommended to a
customer u, is then determined as follows. Let X, be
the set of products previously purchased by customer
u. The method first finds all the recommendation rules
X=>7Y, for which X C X,,. Then, for each extracted
recommendation rule, all the products in Y that have
not yet been purchased by customer u are candidate
products for recommendation. Each candidate product
is associated with the confidence of the corresponding
recommendation rule. The candidate products are
sorted by associated confidence value, where the N high-
est ranked candidate products are selected as the recom-
mendation set.

2.4. Collaborative filtering

Collaborative filtering is a successful recommenda-
tion method, which has been widely used in various
applications. A typical KNN-based collaborative filter-
ing (CF) method (Resnick et al., 1994; Shardanand
and Maes, 1995; Sarwar et al., 2000) employs nearest-
neighbor algorithm to recommend products to a target
customer u based on the preferences of neighbors, that
is, those customers having similar preferences as cus-
tomer u. Notably, preferences generally are defined in
terms of customer purchasing behavior, namely, pur-
chased/non-purchased (binary choice) of shopping
basket data, or taste, namely, preference rating on prod-
uct items. This work focused on product recommenda-
tion of retail transaction data that contains binary
choice of shopping basket data.

The typical KNN-based CF method is detailed as fol-
lows. Customer preferences, namely, customer purchase
history, are represented as a customer-item matrix R
such that, r; is one if the ith customer purchased the
Jjth product; and is zero otherwise. The similarity of pref-
erences among customers can be measured in various
ways. A common method is to compute the Pearson cor-
relation coefficient defined as Eq. (1)

Z(rc,,s - ?C,')(rc,-,s - ?c‘j)
sel - - (1)
—7e;) Z(”CJ‘,S —7e)

sel sel

corrp(ci, ¢;) =

The notations 7., and 7., denote the average number
of products purchased by customers ¢; and c;, respec-
tively. Moreover, the variable I denotes the set of prod-
ucts. Additionally, the r., and r., indicate whether
customers ¢; and ¢; purchased product item s.

Customers are ranked by their similarity measures in
relation to the target customer u, as determined using
the Pearson correlation coefficient. The k& most similar
(highest ranked) customers are selected as the k-nearest
neighbors of customer u. Finally, the top-N recom-
mended products are determined from the k-nearest
neighbors of u, as follows. The frequency count of
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products is calculated by scanning the purchase data of
the k-nearest neighbors. The products then are sorted
based on frequency count. The N most frequent prod-
ucts that have not yet been purchased by target cus-
tomer u are selected as the top-N recommendations.

3. Recommendation methods

This study proposes two hybrid methods for recom-
mending products. These two methods incorporate the
advantages of the WRFM-based method (Liu and Shih,
2004) and the preference-based CF method. The core
concept of the WRFM-based method is to group cus-
tomers based on weighted RFM, and then extract rec-
ommendation rules from each customer group. Section
3.1 summarizes this method. The preference-based CF
method is similar to the WRFM-based method except
that preference-based method groups customers by pur-
chase preferences. The hybridl method is proposed to
group customers separately based on CLV and purchase
preferences. Then, recommendation rules extracted from
the WRFM-based method are used to recommend prod-
ucts to loyal customers; recommendation rules extracted
from the preference-based CF method are used to rec-
ommend products to less loyal customers. Furthermore,
previous research grouped customers by lifetime value
or purchase preference separately. Accordingly, this
work proposes a hybrid2 method that groups customers
by considering both CLV and purchase preferences, and
then extracts recommendation rules from each group to
support recommendations.

3.1. Weighted RFM-based method

This method (Liu and Shih, 2004) primarily inte-
grated AHP, clustering and association rule mining
techniques for product recommendation. It employs
the AHP to evaluate the weighting (relative importance)
of each RFM variable, and specifically asks decision-
makers to make intuitive judgments about ranking
ordering to make pairwise comparisons. K-means clus-
tering is then employed to group customers with similar
lifetime value or loyalty based on weighted RFM. Final-
ly, the association rule mining is applied to extract rec-
ommendation rules from each group of customers.

3.1.1. Assessing RFM weightings

The AHP (Saaty, 1994) is used to determine the rela-
tive importance (weights) of the RFM variables, wg, wy
and w,,, respectively. The three main steps are as fol-
lows: asking evaluators (decision makers) to make pair-
wise comparisons of the relative importance of RFM
variables; assessing the consistency of pairwise judg-
ments; and employing Eigenvalue computation to derive
the weights of RFM variables.

3.1.2. Clustering customers with similar lifetime value
The RFM values of each customer are normalized.
The normalized RFM values of each customer are then
multiplied by the relative importance of RFM variables,
wgr, Wr and wy,, which are determined by the AHP. The
similarity among customers can be measured by com-
puting the Pearson correlation coefficient based on the
weighted RFM values of customers, as defined in Eq. (2)

corryra (€, ¢;)
Z(VWQWC“S — VW?FMCI.)(WRFM%X — VW?FMCf)

sev

S (WRFM.,,, — WRFM.,)* > (WRFM.,, — WRFM.,)’
N4 seV ’
(2)

In Eq. (2), WRFM,., and WRFM. are the average
weighted RFM (WRFM) value of customer ¢; and cj,
respectively. The variable ' denotes the set of RFM var-
iables. The variables WRFM., ; and WRFM ., , indicate the
weighted value R (F or M) of customer ¢; and ¢; respec-
tively, s € [R, F, M]. The K-means method is then applied
to cluster customers based on the weighted RFM values.

3.1.3. Recommendation based on association rules

For each customer, a customer-transaction is created
to record all the products previously purchased by the
customer. The customer transactions are grouped
according to the clusters of customers. Association rule
mining is then used to extract the recommendation rule
set RS; from transactions associated with each cluster,
rather than from all customer transactions. The cluster
C; to which a customer, u, belongs is first identified.
Then, RS;, the recommendation rule set extracted from
C; is used to select the top-N candidate products to be
recommended to customer u. Let X, represents the set
of products previously purchased by customer u. For
each recommendation rule X=> Y in RS, if XC X,,
then all products in Y — X, are the candidate products
for recommendation to customer u.

3.2. Hybridl approach

The WRFM-based method is capable of identifying
effective recommendation rules for customers with high
lifetime value or loyalty. However, generating recom-
mendation rules for less loyal customers is difficult be-
cause such customers typically have low purchase
frequencies and spend less money; they are also unlikely
to have made recent purchases. The preference-based
CF method uses clustering to group customers with sim-
ilar purchase preferences. A pilot experiment of this
work yields a meaningful result that shows the prefer-
ence-based CF method would improve the quality of
recommendations for less loyal customers. Accordingly,
the proposed hybridl method incorporates the merits of
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Fig. 1. Hybridl method for product recommendation.

the WRFM method and the preference-based CF meth-
od to recommend products, as shown in Fig. 1.

Two kinds of clustering are conducted in hybridl
method to group customers into weighted RFM-based
clusters and preference-based clusters, respectively. The
weighted RFM-based clusters are created by grouping
customers with similar lifetime value according to
weighted RFM values, while the preference-based clus-
ters are created by grouping customers with similar pur-
chase preferences. Notably, the CLV ranking of the
weighted RFM-based clusters represent the loyalty
ranking of customer groups. The association rule mining
approach is then applied to extract recommendation
rules from each group of customers, derived separately
from weighted RFM-based clustering and preference-
based clustering. Finally, recommendation rules ex-
tracted from weighted RFM-based clusters are used to
recommend product items to loyal customers; and rec-
ommendation rules extracted from preference-based
clusters are used to recommend product items to less
loyal customers. The following subsections detail the
hybridl method.

3.2.1. Data preparing

A data set is used to elucidate the proposed method-
ology. The case concerns a hardware retailing company
that manufactures wheels, casters, platforms and hand
trucks for industrial, medical, hospital and institutional
use. This company presently produces over 3000 prod-
ucts. Its decision-makers must target customer groups
and develop market strategies to satisfy customer needs
and thereby increase the market share of the company.
Two years of data on purchase transactions, approxi-
mately 70,000 records, have been collected. For each
customer, a customer transaction is created to record
all the products previously purchased by the customer.
The average number of product items purchased by cus-
tomers exceeds 60. The data set is preprocessed to ex-

tract customer transactions. Unreasonable records
such as those of customers who have a non-zero amount
of purchases but have never made any transactions are
also removed. In this study, 895 customer transactions
are extracted from the database. RFM values of cus-
tomer transactions are extracted to measure the custom-
ers’ CLV.

3.2.2. Determining the relative weights of the
RFM variables

According to the assessments obtained by the AHP,
the relative weights of the RFM variables are 0.731,
0.188 and 0.081, respectively. The implication is as fol-
lows. Recency is the most important variable, since the
unit price of hardware products is relatively low, and
thus evaluators mainly concentrate on whether custom-
ers purchase continually. If some customers perform no
transaction for a long period, the customers may have
been lost or have transferred to new vendors.

3.2.3. Grouping customers with similar CLV

K-means method is used to group customers into
WRFM-based clusters based on the weighted RFM val-
ues. Notably, the RFM values of customers are normal-
ized and then multiplied by the relative importance of
RFM variable. The similarity among customers can be
measured by computing the Pearson correlation coeffi-
cient based on the weighted RFM values, as defined in
Eq. (2).

The method must specify the number of clusters, m,
in advance. The parameter m is set to 8, since eight
(2 x 2x2) possible combinations of inputs (RFM) can
be obtained by assigning | or . If the average R
(F, M) value of a cluster exceeds the total average R
(F, M), then an upward arrow 7 is shown; in the opposite
case, a downward arrow | is shown. Table 1 presents the
clustering result of the hardware retailing data set, list-
ing eight clusters, each with the corresponding number
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Table 1
Eight clusters generated by K-means clustering

Table 2
CLV ranking by weighted sum of normalized RFM values

WRFM-based method
Cluster No. of

Recency Frequency Monetary Type

customers

1 212 79 36 199010 R|FIM]|
2 150 69 54 306065 R|FIM7
3 190 66 95 593861 RIFI M7
4 123 92 41 152007 RTF|M|
5 47 147 18 100483 RIFIM]|
6 100 108 23 130096 RIFIM|
7 28 162 10 71536 RIFIM]|
8 45 135 25 67403 RIF|M]|
Overall average 89 48 270837

of customers and the average R, F and M values. The
last row also shows the overall average WRFM values
of overall customers. The average RFM values of each
cluster are compared with the overall averages. The last
column of Table 1 shows the RFM pattern for each clus-
ter. Each cluster represents a market-segmentation.

Each cluster represents a market-segmentation. Cus-
tomers in clusters with the pattern R|F{M7 are con-
sidered to be loyal, purchased recently, purchase
frequently, and spend regularly with the firm. They are
gold customers. Clusters with the pattern R|F| M|
may include new customers who have only recently vis-
ited the company. Customers in such clusters may be
trying to develop closer relationships with the company.
These customers may become gold customers. Finally,
clusters with the pattern RTF|M] include those who
very rarely visited the site and made very few transac-
tions. They are valueless customers, and may only make
purchases during sales.

3.2.4. Grouping customers with similar purchase
preferences

K-means method is also employed to group custom-
ers into preference-based clusters based on purchase
preferences. The similarity among customers is meas-
ured by computing the Pearson correlation coefficient
based on purchase preferences, as defined in Eq. (1).

3.2.5. Ranking CLV for each cluster

The purpose of CLV ranking is to clarify the high
loyal customers and less loyal customers. The analytical
result is derived to help market practitioners develop
more effective strategies for retaining customers and
thus clearly identify and compare market segments.
The CLV ranking of clusters proceeds as follows. The
average normalized RFM values of each cluster, de-
noted as C,, C}, and C},, respectively, for j=1 to m
(the number of clusters). Cf, Cj, and C}, are computed
by averaging the normalized RFM values of customers
in cluster j. Let C} be the integrated rating of cluster .
C) is computed as the weighted sum of C}, C} and

Cluster Recency Frequency Monetary Integrated CLV

Ci CL C, rating ¢4 ranking
1 0.777 0.0151 0.0228 0.573 3
2 0.856 0.0232 0.0352 0.633 2
3 0.883 0.0413 0.0684 0.658 1
4 0.667 0.0174 0.0174 0.492 4
5 0.204 0.0073 0.0115 0.151 7
6 0.527 0.0093 0.0149 0.388 5
7 0.077 0.0033 0.0081 0.058 8
8 0.301 0.0103 0.0075 0.222 6

Cl = wg X Chp +wp X Ch+wy X iy (wg=0.731, wp=0.188, wy, =
0.081).

Cy: that is, C = wg x C + wr x Cf. +wy x C}, where
wgr, wr and wy, are the relative importance of the
RFM variables, as determined by the AHP. Finally,
the CLV ranking of the clusters is derived according
to their integrated rating.

Accordingly, the CLV ranking of WRFM-based clus-
ters is derived according to their integrated rating (listed
in Table 2). Customers in a cluster with higher ranking
are more loyal. The ranking indicates that cluster three
has the highest ranking, followed by cluster two; cluster
seven has lowest ranking.

3.2.6. Recommendation phase

The association rule mining approach is employed to
extract recommendation rules from each group of cus-
tomers, derived separately from WRFM-based cluster-
ing and preference-based clustering. Let C',,, be the
WRFM-based customer group i, generated by clustering
customers based on WRFM values. Let Cj; be the pref-
erence-based customer group j, generated by clustering
customers based on customers’ purchasing preferences.
Association rule mining is used to extract the recom-
mendation rule set RS}, from customer transactions
associated with each customers group Ci,,. Similarly
the recommendation rule set RS-;, is extracted from cus-
tomer transactions associated with each customer group
C{,. Then, the top-N candidate products to be recom-
mended to customer u are selected as follows. The cus-
tomer group Cjgm, to which customer u belongs to
must be identified before the top-N product items can
be recommended to that customer. If the customer be-
longs to a high-loyalty group, then the recommendation
rules (RS, ), extracted from Ciyp,,, are used to recom-
mend the top-N product items; otherwise, the customer
group Cf, to which customer u belongs must be identi-
fied, and then the recommendation rules (RS)), ex-
tracted from the C) are used to recommend top-N
product items.

Two feasible approaches are available to determine
the high/low loyalty ranking of a customer group
Clrig- One is to set the threshold integrated rating to
o. The integrated_rating is the weighted sum of the aver-
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aged normalized WRFM values. If the integrated_rating
of Clypp, €xceeds o, then the loyalty ranking of Cjp,
returns high; otherwise, it returns low. The other ap-
proach is to observe analytical results on an analytical
data set by computing the recommendation quality of
the WRFM-based method and the preference-based
CF method. For each customer group Ci,.., the
WRFM-based recommendation quality is derived by
using the WRFM-based recommendation rule set
(RS )» While the preference-based recommendation
quality is derived by using the preference-based recom-
mendation rule set (RS;;). Notably, customers in the
same WRFM-based customer group Cj,, may belong
to different preference-based customer groups. The rec-
ommendation rules (RSQ), extracted from customer
transactions associated with the customer group C), to
which customer u belongs, are used to derive the prefer-
ence-based recommendation quality. The F1-metric de-
scribed in Section 4.2 can be used to measure the
recommendation quality. If the value of WRFM-based
Fl-metric exceeds that of preference-based Fl-metric,
the loyalty of C,y, returns high; otherwise, it returns
low.

3.3. Hybrid2 approach

The hybridl method cluster customers based on
either the customer lifetime value or the purchase prefer-
ences separately. The method then uses the preference-
based recommendation rule set to improve the quality
of recommendations for less loyal customers. This work
proposes another hybrid method that clusters customers
by integrating dimensions of customer lifetime value and
customer preference, as shown in Fig. 2. The relative
weighting is adopted to adjust the importance of cus-

Preparing and preprocessing data

Normalizing RFM variables \

v

Determining the relative weights
among REM (wp, wg, wy,)

v

Constructing customer-WRFM matrix
Computing Corrygey

w WRfM\A
Clustering by K-means

Integrated correlation/distance
Mining association rules
from each cluster for recommendation

Constructing customer-item matrix
Computing Corrp

Wp

Fig. 2. Hybrid2 method for product recommendation.

tomer lifetime value and purchase preferences in
clustering.

The hybrid2 approach initially establishes a cus-
tomer-WRFM matrix and a customer-item matrix.
Then, the WRFM-based and preference-based correla-
tion coefficients are computed using Egs. (1) and (2),
respectively. Subsequently, K-means clustering is used
to group customers with similar CLV and preferences
based on an weighted correlation coefficients, which is
obtained from integrated dimensions of CLV and pref-
erences. Finally, the association rule mining approach
is applied to extract recommendation rules from each
group derived from K-means clustering.

3.3.1. Grouping customers with similar CLV and
purchase preference

Different from the hybridl method, the hybrid2
method clusters customers by integrating dimensions
of CLV and purchase preferences. The customer-
WRFM matrix and customer-item matrix are first estab-
lished. For customer-WRFM matrix, the RFM values
of customers are normalized and then multiplied by
the relative importance of RFM variables. For cus-
tomer-item matrix, an element r; represents whether
the ith customer had purchased the jth product. Eq.
(1) is used to compute the preference-based Pearson cor-
relation coefficient, corrp, while Eq. (2) is used to com-
pute the WRFM-based Pearson correlation coefficient,
corrywrrym. The integrated correlation coefficient is then
derived according to Eq. (3).

Corrintegrated(c,f,-) = Wprrm X CorrWRFM(ch Cj) + wp
x corrp(ciy ¢;) (3)

wwrrv and wp represent the relative importance
(weights) of the dimensions of CLV and purchase pref-
erences, respectively. If wy e = 0, then the method be-
comes preference-based CF method, that uses purchase
preference to group customers. If wyrpar = 1, then the
method becomes WRFM-based method, that uses
weighted RFM values to group customers. K-means
technique is employed to cluster customers based on
the integrated correlation coefficients. In general, the
integrated correlation coefficient between a centroid ¢;
of a cluster and a customer ¢; is measured using Eq.
(3). The centroid of a cluster is represented by both
the average WRFM values and the average purchase
preferences of customers within the cluster. Customers
are assigned to a cluster with maximum integrated cor-
relation coefficient.

The weights of parameters wyyrzy, and wp are used to
yield an integrated correlation coefficient. The proper
weighting values of wyrras and wp can be determined
by performing some preliminary analytical experiments
to evaluate the quality of recommendations under differ-
ent weight combination (for example, Wy rpas equals 0.8
and wp equals 0.2).



188 D.-R. Liu, Y.-Y. Shih | The Journal of Systems and Software 77 (2005) 181-191

3.3.2. Recommendation phase

Association rule is used to extract recommendation
rule set RS; from transactions associated with each
cluster. Each cluster is generated by grouping customers
based on weighted correlation coefficients of CLV
and purchase preferences. The cluster C; to which a cus-
tomer u belongs is first identified. Then, RS;, the recom-
mendation rule set extracted from C; is used to select the
top-N candidate products to be recommended to cus-
tomer wu.

4. Experimental evaluation
4.1. Experimental setup

Various experiments are conducted to evaluate the
proposed hybridl and hybrid2 methods for product
recommendation, using the hardware retailing data set
described in Section 3.2.1. The proposed methods are
compared with the WRFM-based method, the prefer-
ence-based CF method, and the KNN-based CF
method. The KNN-based CF method uses preferences
for product purchases to compute similarities between
customers, and then employs the k-nearest neighbor
(KNN) approach to derive the top-N recommendations,
as illustrated in Section 2.4.

The hardware retailing data were divided into a 75%
data set for training and a 25% data set for testing to
verify the quality of the recommendations. The training
set includes product items purchased by customers in a
specified period, and is used to extract recommendation
rules from customer transactions. Moreover, a prelimi-
nary analytical experiment was conducted to determine
the high/low loyalty ranking of customer groups in hy-
bridl method and the proper weighting of wgry, and
wp in hybrid2 method. The training set was also used
as the analytical data set in the preliminary analytical
experiment, where 65% data set was used for deriving
recommendation rules and 10% for analyzing recom-
mendation quality. In the experiments, the minimum
confidence is set to 0.8, and the minimum support is
set to 0.1. Identifying all frequent itemsets is difficult,
since the average number of product items purchased
by customers exceeds 60. Hence, association rule mining
explores only to frequent itemsets with sizes of less than
or equal to three.

4.2. Experimental metrics

Two metrics, precision and recall, are commonly used
to measure the quality of recommendation. These two
metrics are also extensively used measures in informa-
tion retrieval (Salton and McGill, 1983; van Rijsbergen,
1979). Recall is the fraction of interesting product items
that can be located.

number of correctly recommended items

Recall = 4)

Precision is the fraction of recommended products
(predicted to be interesting) that are really interesting
to customers.

number of interesting items

number of correctly recommended items

Precision =
number of recommended items

(5)
Items interesting to customer u are those products
purchased by u in the test set. Correctly recommended
items are recommended items that match interesting
items. However, increasing the number of recommended
items tends to reduce the precision and increase the re-
call. An Fl-metric can be used to balance the trade-off
between precision and recall (van Rijsbergen, 1979).
F1-metric assigns equal weight to precision and recall,
and is given by

Fl— 2 x recall x precision

(6)

recall + precision

Notably, each metric is computed for each customer,
and the average value computed for each cluster, as well
as the overall average (over all customers) is taken as
measures of the quality of the recommendation.

4.3. Experimental results

4.3.1. Evaluation of hybridl method

This experiment verifies that the proposed hybridl
method is a feasible way to enhance the quality of rec-
ommendations for less loyal customers. Customers with
similar CLV and similar preferences were separately
grouped into WRFM-based customer groups (CLV
groups) and preference-based groups. The hybridl
method needs to determine the high/low loyalty ranking
of customer groups, which is derived by conducting a
preliminary analytical experiment, as described in
Section 3.2.6. The analytical experiment used the train-
ing set as the analytical data set, where 65% data set
was used for deriving recommendation rules and 10%
for analyzing recommendation quality. The analytical
result shows that the preference-based CF method im-
proves the recommendation quality of customer groups
with the seventh and eighth loyalty rankings.

To determine whether the hybrid1 method is effective,
the training set was used to extract recommendation
rules, and the testing set was used to verify the recom-
mendation quality. Based on the analytical result, rec-
ommendation rules extracted from the WRFM-based
customer groups (CLV groups) were used to recom-
mend products to the top six loyalty ranking CLV
groups, while the recommendations rules extracted from
the preference-based customer groups wre used to rec-
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Table 3

Fl-metrics for various methods under top-20

CLV WRFM-  Preference- Hybridl KNN-based

Ranking based based CF CF (k=100)
method
Fl-metric Fl-metric Fl-metric Fl-metric

1 0.645 0.636 0.645 0.634

2 0.608 0.586 0.608 0.596

3 0.553 0.545 0.552 0.545

4 0.473 0.471 0.473 0.456

5 0.458 0.453 0.458 0.422

6 0.412 0.419 0.412 0.408

7 0.387 0.415 0.415 0.377

8 0.310 0.335 0.335 0.308

Overall average 0.524 0.518 0.528 0.515

ommend products to the last two loyalty ranking CLV
groups. The hybridl method is compared with the
WRFM-based method, preference-based CF method
and the KNN-based CF method. Table 3 lists the aver-
age Fl-metrics for each cluster, obtained using various
methods under N =20 (top-20 recommendations) and
k=100 (100 nearest neighbors). The last row shows
the overall average F1-metrics. The F1-metrics obtained
by the hybridl method exceeds those obtained by the
WRFM-based method, preference-based CF method,
and the KNN-based CF method, implying that the pro-
posed method, hybridl provides better recommenda-
tions than the WRFM-based method, preference-based
CF method and the KNN-based CF method.

4.3.2. Determine proper weightings of hybrid2 method

zero, then the hybrid2 method is the preference-based
CF method; if wyrry equals one, then the hybrid2
method is the WRFM-based method. The hybrid2
method achieved the best recommendation quality when
wwrrav equals 0.8 and wp equals 0.2. Overall, when
wyyrra €xceeds wp, the Fl-metric of hybrid2 method ex-
ceeds that obtained using the WRFM-based method or
the preference-based CF method alone. Based on the
analytical result, further experiments (described in Sec-
tion 4.3.3) were conducted to evaluate the hybrid2 meth-
od by setting wyrpar = 0.8 and wp = 0.2.

4.3.3. Comparing various methods on top-N
recommendations

Experiments were conducted to compare various
methods by using the training set and the testing set.
The methods were compared by varying the N, the
number of recommendation items. Table 4 shows the
F1-metrics of various methods under different top-N rec-
ommendations. In general, both the Fl-metrics of the
hybridl and hybrid2 methods exceed those of the
WRFM-based method, preference-based CF method,
and the KNN-based CF method. The result implies that
the proposed hybrid methods provide better recommen-
dations than other methods. Moreover, the hybrid2
method performs better than the hybridl method.

4.3.4. Experiments on three clusters of customers
Experiments were also performed on clustering cus-
tomers into three clusters. Similarly, 75% data set was

: : : : : Table 4
The hybrid2 meth nsider ifferen ightin . . .
N }./b d R ethod considered different weightings F1-metrics of various methods under different N (top-N)

on the dimensions of CLV and purchase preferences. _ .
A preliminary analytical experiment was conducted to top-N EZI;EM' E;Zg‘zlregf' Hybridl Hybrid2 bKafilL cF
determllne the prog«;r welighgn%s, WwREM andd Vliip method (k = 100)
(W’.’_. _WWRF}AII)' le %nalyélca eXpen}rlnemgSlfe dt N top4  0.333 0.335 0.338 0.342 0.286
training set as the anrft ytlca ata set, w .ere o data top-10  0.499 0.476 0.480 0.486 0.487
set was used for deriving recommendation rules and top-20  0.524 0.518 0.528 0.533 0.515
10% for analyzing recommendation quality. Fig. 3 sum- top-30  0.504 0.502 0.519 0.525 0.498
marizes the recommendation quality (Fl-metric) ob- top-40 0.434 0.496 0.486 0.496 0.467
tained using the hybrid2 method. If wygmy, equals top-30 0477 0.473 0.480 0.489 0.422

Wwrrm  Precision Recall Fl-metric

0.00 04271  0.6308  0.5001

0.10 04365 06329  0.5067 05160

0.20  0.4369 0.6361 0.5074 05130

0.30  0.4452 0.6285 0.5117 — 0.5100

0.40 0.4485 0.6294 0.5122 ke 0.5070

’ ’ ! i 0.5040

0.50  0.4436 0.6372 0.5121 0.5010

0.60  0.4428 0.6401 0.5122 0.4980 . . . .

0.70  0.4413 0.6475 0.5129 0 0.2 0.4 0.6 0.8 1

0.80 0.4412 0.6564 0.5133 Wwrem

0.90  0.4388 0.6529 0.5131

1.00  0.4357 0.6473 0.5111

Fig. 3. Analytical result of hybrid2 method under different weightings of wyyrras. (top-20).
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Table 5

F1-metrics for three clusters under top-30

CLV Weighted Preference- Hybridl KNN-based
ranking RFM based CF CF (k=100)
1 0.736 0.713 0.736 0.698

2 0.533 0.529 0.533 0.520

3 0.393 0.416 0.416 0.386
Overall average 0.510 0.508 0.514 0.498

Table 6

Comparisons under various N (top-N); clustering into three clusters

top-N  WRFM- Preference- Hybridl Hybrid2 KNN-based

based based CF method CF (k=100)
method

top-4  0.314 0.311 0.316 0.319 0.286

top-10  0.496 0.484 0.497 0.500 0.487

top-20  0.511 0.504 0.512 0.515 0.515

top-30  0.510 0.508 0.514 0.518 0.498

top-40  0.498 0.476 0.501 0.509 0.467

top-50  0.468 0.470 0.472 0.472 0.422

used as the training set, while 25% data set was used as the
testing set. Moreover, the training set was also used as the
analytical data set to determine the low/high loyalty
ranking of hybrid1 method and the weightings of hybrid2
method. For hybridl method, the preference-based CF
method can improve the recommendation quality of
WRFM-based customer groups with the third loyalty
ranking. For hybrid2 method, the best combination of
wywrrav and wp is 0.7 and 0.3, respectively. Tables 5 and
6 present the experimental results on the testing set
(25% data set), which exhibit trends similar to those
results obtained in the experiments that used eight
clusters.

The result also indicates that the proposed hybrid1l
and hybrid2 methods provide better recommenda-
tions than the WRFM-based method, preference-
based CF method and the KNN-based CF method.
Additionally, the Fl-metric of hybrid2 exceeds that of
hybrid1.

5. Conclusions

This work proposed two hybrid recommendation ap-
proaches. The hybrid]l method overcomes the drawback
of WRFM-based method by using preference-based CF
method to improve the quality of recommendation for
less loyal customers. Most previous research grouped
customers only either by customer lifetime value or by
purchasing preferences. The proposed hybrid2 method
integrated these two dimensions to group customers
and then extracted recommendation rules from each
group to improve the quality of recommendation. The

experimental results demonstrate that the proposed hy-
bridl and hybrid2 methods outperformed the WRFM-
based, preference-based CF and the KNN-based CF
methods. The hybrid2 method outperformed the hy-
bridl method, especially when the CLV was weighted
more heavily than purchase preferences.

There are some limitations in our study. First, collab-
orative filtering may pose the sparsity problem, which re-
fers to a situation in which transactional data is sparse
and insufficient to identify similarities in user interests
(Sarwar et al., 2000). Our proposed methods adopt col-
laborative filtering approach, and thus may suffer the
sparsity problem. Further work is required to reduce
the sparsity problem by considering the customer/prod-
uct profiles for recommendation. Second, our present
work focused on product recommendation of retail trans-
action data that contains binary choice of shopping bas-
ket data; customer preference is represented as one, if the
customer purchased the product; and is zero, otherwise.
Further investigation is needed to evaluate the effective-
ness of our methods on data set with non-binary prefer-
ence rating. Finally, our proposed methods are verified
using one data set from a hardware retailer. More empir-
ical studies should be performed to obtain more tangible
conclusions regarding product recommendation. In the
future, we plan to evaluate the effectiveness of the pro-
posed approach for other application domains.
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