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Wireless networks are characterized by bursty and location-dependent errors. Although many fair
scheduling algorithms have been proposed to address these issues, most of them assume a simple
two-state channel model, where a channel can be either good or bad. In fact, the situation is not
so pessimistic because different modulation techniques can be used to adapt to different channel
conditions. Multirate transmission is a common technique for wireless networks nowadays. This leads
to a dilemma: should fairness be built based on the amount of time that a user utilizes the medium
or the amount of services that a user receives? In this work, the authors propose a multirate wire-
less fair queueing (MR-FQ) algorithm that allows a flow to transmit at different rates according to
its channel condition and lagging degree. MR-FQ takes both time and service fairness into account.
They demonstrate that MR-FQ can guarantee fairness and bounded delays for packet flows by math-
ematical modeling and analyses. Besides, simulation results show that MR-FQ can also increase the
overall system throughput compared to other scheduling methods.

Keywords: Communication network, fair scheduling, multirate communication, quality of service

(QoS), wireless network

1. Introduction

We have seen huge growth of wireless data services over
the recent years. The increasing importance of real-time
applications further demands provision of quality of ser-
vice (QoS) and fair channel access among multiple packet
flows over a shared, bandwidth-limited, error-prone wire-
less channel. In wireline networks, many fair scheduling
algorithms [1-6] have been proposed to bound delays of
packet transmission. However, wireless channels are char-
acterized by the following features that distinguish them-
selves from wireline networks: (1) more serious bursty
errors, (2) location-dependent errors, and (3) multirate
communication capability. Bursty errors may break con-
tinuous services of aflow, while location-dependent errors
may allow error-free flows to receive more services than
they deserve, thus violating the fairness and bounded-
delay requirements. A wireless channel may provide
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different transmission rates to different terminals depend-
ing on channel qualities (e.g., IEEE 802.11a supports 16
rates, while 802.11b supports 4 ratest). Due to these rea-
sons, existing wireline solutions may not be suitable for
the wireless networks [ 7-8].

Many fair scheduling algorithms have been proposed
to address features (1) and (2) of wireless networks. In
idealized wireless fair queueing (IWFQ) [9], each packet
is associated with a finish tag computed by the principles
of weight fair queueing (WFQ) [2], and the scheduler
always serves the error-free packet with the smallest fin-
ish tag. When a flow suffers from errors, al its packets
keep their original tags. After the flow exits from errors,
its packets are likely to have smaller finish tags. So the
scheduler will serve thisflow and thus compensatesitslost
services. In channel-condition independent fair queueing
(CIF-Q) [10], fairness is achieved by transferring the ser-
vices dlocated to error flows to those error-free flows.
Then compensation services are dispatched to the former

1. IEEE 802.11a supports a set of data rates for 6, 9, 12, 18, -- -, and
54 Mb/sec, whereas |EEE 802.11b supports a set of data rates for 1, 2,
5.5, and 11 Mb/sec.
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proportional to their weights. In server-based fairness ap-
proach (SBFA) [11], a fraction of bandwidth is reserved
particularly to compensate those error flows. A number of
virtual servers, caled long-term fairness servers (LTFS),
are created for those flows that experienced errors. Later
on, the reserved bandwidth is used to compensate these
flows recorded in LTFS. Wireless fair service (WFS) [12]
addresses the delay-weight coupling problem and allevi-
ates the problem by assigning each flow with arate weight
and a delay weight. A flow is drained into the scheduler
according to its rate weight but served according to its
delay weight. In traffic-dependent wireless fair queueing
(TD-FQ) [13], flows are separated into real -time flows and
non-real-time flows. The scheduler gives higher priorities
to real-time flows to reduce their queueing delays, while
still maintaining fairness and bounded delaysfor all flows.
Unfortunately, feature (3) of wireless networks has not
been well addressed in the area of fair queueing. Most
works assume that a wireless channel is either in a good
(error-free) state or abad (error) state. Transmissionsin a
good state will succeed but completely fail in abad state.
Infact, the situation is not so pessimistic because different
modulation techniques can be used to adapt to different
channel conditions. The PHY of IEEE 802.11a/b are well-
known examples, which can provide multirate transmis-
sion capabilities [14-15]. A simpler modulation (and thus
a higher data rate) can be used when the signal-to-noise
ratio (SNR) is sufficiently high, while amore complicated
modul ation (and thus alower rate) can still be used under a
bad channel [16]. Adopting multirate transmissions poses
several challenges to fair queueing. First, there is a mis-
match between the amount of servicethat aclient receives
and theamount of timethat aserver actually servesaclient.
To transmit the same amount of data, aclient using alower
rate will take alonger timethan one using ahigher rate. So
the concept of virtual time (such as finish tags) may need
to be redefined. Second, when a flow that suffered from a
bad channel exitsfrom error, it may take adifferent amount
of time for the system to compensate the flow, depending
on its channel condition, thus making the design of com-
pensation difficult. Third, the overall system performance
may be degraded if there are too many low-rate flows.
Inthiswork, we consider thefair scheduling problemin
awireless network with a TDMA medium access control
(MAC) protocol and multirate communication capability.
We propose a new algorithm called multirate wireless fair
gueueing (MR-FQ). MR-FQ can adjust a flow’s transmis-
sion rate according to its channel condition and lagging
degree. A flow is allowed to transmit at alower rate to al-
leviate its lags only if it is lagging up to a certain degree.
More specifically, the more serious a flow is lagging, the
lower rate the flow is allowed to use. Such differentiation
can take care of both fairness and system performance.
Lower rate flowsthuswill not prolong other flows' delays.
Besides, MR-FQ follows the ideain Wang, Ye, and Tseng
[13] by separating real-time flowsfrom non-real-time ones
and compensates real-time lagging flows with higher pri-
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orities than non-real-time lagging flows to reduce the for-
mer flows' delays. However, such a special treatment does
not starve non-rea-time flows. Thus, MR-FQ can satisfy
the delay-sensitive property of real-timeapplicationswhile
still maintaining fairness and bounded delays for all flows.

Several works have tried to differentiate flows error
conditions by adjusting their weights, but they still do not
addressthe multiratefeature. Effort-limited fair (ELF) [17]
suggests adjusting each flow’ sweight in responseto the er-
ror rate of that flow, up to amaximum defined by that flow’s
power factor. In channel state independent wireless fair
queueing (CS-WFQ) [18], each flow i is associated with
afair share ¢; and atime-varying factor f;(¢). The latter
is used to adjust the former according to error rates. In
channel-adaptive fair queueing (CAFQ) [19], the weight
of each flow i is aso adjusted by afactor M (®;)“, where
M (®,) reflects the channel statesand 0 < M(®;) < 1.
Certain works [20-23] address the multirate issue, but the
focusison assigning codes or adjusting transmission pow-
ersin code-division multiple access (CDMA) networks.

The remainder of this article is organized as follows.
Section 2 presents our MR-FQ algorithm. In section 3, we
demonstratethe properties of MR-FQ (such asfairnessand
bounded delays) by mathematical modeling and analyses.
Section 4 presents some simulation results to verify the
effectiveness and properties of MR-FQ. Conclusions are
drawn in section 5.

2. The MR-FQ Algorithm
2.1 System Model

We consider abase station (BS) asin Figure 1. Packets ar-
riving at the BSareclassified into real-timetraffic and non-
real-time traffic and dispatched into different flow queues
depending on their destination maobile stations. These traf-
fic flows are sent to the MR-FQ packet scheduler, whichis
responsiblefor scheduling flowsand transmitting the head-
of-line (HOL) packet of the selected flow to the MAC and
transmission (MT) module. The MT module can transmit
anraesC,, Cy,---,andC,,whereC; > C, > -+ > C,.
It also measures the current channel condition to each mo-
bile station and determines the most appropriate rate to
communicate with the station (several works [16, 24-26]
have addressed the rate selection problem, but thisis out
of the scope of thiswork). Theinformation of the best rate
isalso reported to the schedul er for making a decision. For
simplicity, we assume that the BS has immediate know!-
edge of the best rate for each station. Note that this also
includes the worst case where the channel is too bad to be
used, in which case we can regard the best rate to be zero.

2.2 Service Fairness vs. Time Fairness

With the emergence of multirate communication, the con-
cept of fairness may be defined in two ways. Oneisservice
fairness, which meansthat the difference between services
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Figure 1. System architecture of multirate wireless fair queueing (MR-FQ)

received by any two flows should be bounded, and the other
is time fairness, which means that the difference between
the amounts of transmission time of any two flows should
be bounded. Formally, let w; be the weight of flow i, and
di(y, 1) and Pi(t, 1,) be the amount of services and the
amount of time that flow i receives/uses during the time
interval [1,, ), respectively. Then, for any two flows: and
J,during any (14, 1),

i (ty, 1) CD;' (11, 12)

w; w;

<o, @)

holdsif service fairnessis desired, and

Di(t, 1) _ cD;'(tl’ 12)

w; w;

=0 (2

holdsif timefairnessisdesired, where o, and o, are small,
nonnegative numbers.

We observe that in asingle-rate environment, equations
(1) and (2) are equivalent. However, in a multirate envi-
ronment, equations (1) and (2) may not be satisfied at the
same time. If service fairness is desired, then flows us-
ing lower rates will occupy more of the medium time. On
the contrary, if time fairness is desired, then flows using
higher rates will transmit more data. The concept isillus-
trated in Figure 2. Furthermore, when the rates used by
stations exhibit higher variation, the trade-off between ser-
vice and time fairness is more significant (solid line in
Fig. 2). When the variation is lower, the trade-off is less
significant (dashed linein Fig. 2). When the variation is 0,
thisdegeneratesto thesingle-rate case (thick lineinFig. 2).

2.3 Scheduling Policy

Figure 2 leads to the following guidelinesin the design of
MR-FQ. First, theconcept of virtual timeisredefined based
on the concept of time fairness. However, we differentiate
flows according to their lagging degrees. A flow isallowed
to use alower transmission rate only if it is suffering from
a higher lagging degree. In this way, we can take care of
service fairness. So the system performance would not be
hurt when there exist too many low-rate stations.

In MR-FQ, like traditional fair queueing works, each
flow i is assigned aweight w; to represent the ideal frac-
tion of bandwidth that the system commits to it. For each
flow i, we maintain a virtual time v; to record the nom-
inal services received by it and a lagging index lag; to
record itscredits/debts. Theformer isused to competewith
other flows for services, while the latter is used to arrange
compensation services. The actual normalized service re-
ceived by flow i isv; — lag; /w;. Flow i iscalled leading if
lag; < 0, called lagging if lag; > 0, and called satisfied if
lag; = 0. Furthermore, depending on its queue content, a
flow is called backlogged if its queue is nonempty, called
nonbacklogged if its queue is empty, and called active if
it is backlogged or nonbacklogged but leading. Note that
MR-FQ only selects active flows to serve. When a non-
backlogged but leading flow (i.e., an active flow) ischosen,
its service will actually be transferred to another flow for
compensation purpose. Besides, whenever aflow i transits
from nonbacklogged to backlogged, its virtual time v; is
set to max{v;, min;c,{v;}}, where A isthe set of all active
flows.

Figure 3 outlinesthe scheduling policy of MR-FQ. First,
theactiveflow i withthesmallest virtual timev; isselected.
If flow i isbacklogged, therate sel ection schemeiscalledto
computethe best rater to transmit for flow ;. If theresultis
r < 0, that meanseither flow i hasabad channel condition
or its current lagging degree does not alow it to transmit
(refer to section 2.3.1 for details). Otherwise, if flow i is
nonleading, the HOL packet of flow i will be served. Then
we update the virtual time of flow i asfollows:

vi=vi+<l—"x9>, ©)

w; r

where /, isthe length of the packet. Note that the ratio Q
is to reflect the concept of time fairness. The amount of
increase in v; isinverse to the transmission rate r. So if a
lower r is used, the less competitive flow i will be in the
next round.

If flow i isoverserved (i.e., leading), the graceful degra-
dation schemeis activated to check if flow i is till eligible
for the service (refer to section 2.3.2). In case that flow i
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Figure 2. The trade-off between service fairness and time fairness
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Figure 3. The multirate wireless fair queueing (MR-FQ) algorithm
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has to give up its service due to an empty queue, a bad
channel condition, or arejection decision by the graceful
degradation scheme, the service is transferred to the com-
pensation scheme to select another flow j to serve (refer
to section 2.3.3). If the scheme failsto select any flow, this
service is just wasted. If the scheme till selects flow i to
serve, then we send its HOL packet and update v; accord-
ingto equation (3). If another flow j (£ i) isselected, flow
J’'s packet is sent, and the values of v;, lag;, and lag; are
updated as follows:

Ui = V; + lp’/wi’ (4)
lag;i = lag;+1,, 5
lag; = lag;—1,, (6)

where p’ is the packet being sent. Note that in this case,
we “charge” to flow i by increasing its virtua time (i.e.,
equation (4)) but “credit” tolag; of flow i (i.e., equation (5))
and “debit” to lag; of flow j (i.e., equation (6)). Since
flow i is not actually served, equation (4) is equivalent to
equation (3) with r = C;.

Whenever the scheduler servesany flow i, it hasto check
the queue size of flow i. If flow i’s queue state changes
to nonbacklogged and it is still 1agging, we distribute its
credit to other flows that are in debt and reset its credit to
zero. Thisis because the flow does not need the credit any
more [27]. We give flow i’s credit to other flows in debt
proportional to their weights; that is, for each flow k such
that lag, < 0, we set

;
lag, = lag, +lag; x S
Z/agm<0 I'm

Thenwereset lag; = 0.
Below, we introduce the three schemes: the rate se-
lection scheme, the graceful degradation scheme, and the

compensation scheme. Table 1 summarizes symbols used
in MR-FQ.

2.3.1 Rate Selection Scheme

When a backlogged flow i is selected, the rate selection
scheme is invoked to choose a suitable transmission rate
for flow i according to itslagging degree and channel con-
dition. The basic ideaisto permit different ranges of trans-
mission rates according to flow i’s normalized lag, "‘w—g To
help a seriously lagging flow to aleviate its huge Iag, we
alow it to use alarger range of rates. Specifically, we set
upn — llevelsof lagging thresholdss,, 85, - - -, 8,_1. A flow
with anormalized lag exceeding §; isallowed to use arate
aslow as Ci,y,i < n — 1. Figure 4 shows the mapping of
lagging degreesto allowable transmission rates. If flow i's
current best rate falls within the alowable range, the rate
isreturned. Otherwise, anegative valueisreturned to indi-
cateafailure. For example, if flow i satisfiess, < ’”w—g <33

i

and its current best rate is C,, then C, is returned. If the
current best rate is Cs, then a negative value is returned.

2.3.2 Graceful Degradation Scheme

When aleading flow i is selected for service, the grace-
ful degradation scheme is triggered to check its leading
amount. A leading flow is allowed to receive an amount
of additiona service proportional to its normal services.
Specifically, when aflow i transits from lagging/satisfied
to leading, we set up a parameter s; = o - v;, where a
(0 < a < 1) isasystem-defined constant. Later on, flow
i’svirtual timeisincreased each timewhenit isselected by
the scheduler (according to earlier discussion, “selected”
does not mean that it is actually “served”). Let v, be flow
i’scurrent virtual time when it is selected. We alow flow
i tobeservedif s; < av!. If so, s; isupdated ass; +1,/r;,
where [, is the length of the packet. Intuitively, flow i can
enjoy approximately a(v; —v;) serviceswhen it isleading.

Moreover, to distinguish real-time from non-real-time
flows, we substitute the above o by a parameter o, for
real-time flows and by a,y for non-real-time flows. We set
oz > ay todistinguish their priorities.

2.3.3 Compensation Scheme

When the selected flow i does not have a satisfactory
channel condition or failsto pass the graceful degradation
scheme, the compensation scheme is triggered (reflected
by additional servicesinFig. 3). Figure5 showshow todis-
patch additional services. Flows are prioritized according
to the following rules. First, lagging flows have a higher
priority over nonlagging flows to receive such services.
Second, flows that can use higher rates to transmit have a
higher priority over flows that can use lower rates. Third,
among lagging flows of the same best rate, real-time flows
and non-real-time oneswill share the services according to
someratio. Notethat thethird ruleisnot applied to leading
flows because such flows suffer no lagging.

Next, we elaborate on the third rule. When dispatch-
ing additional servicesto lagging flows (i.e., flows on the
left-hand side in Fig. 5), we keep track of the services
received by real-time ones and non-real-time ones. Let
Ly =L%UL2U---UL" bethe set of real-time lagging
flowsand Ly = L} U L3 U--- U L" the set of non-real-
time lagging flows. To let real-time lagging flows receive
more fraction of additional serviceswithout starving non-
real-time lagging flows, we assign weights W, and Wy
(system parameters) to L, and L, respectively, to control
the fractions of additional services they already received,
where W, > Wy. A virtua time V; (respectively, Vy) is
used to record the normalized additional services received
by L (respectively, Ly). Flowsin Figure 5 are checked
from left to right. When both L% and L% are nonempty,
1 <k < n,theserviceisgivento L; if V, < V, andto
Ly otherwise. When only one of L% and L%, is nonempty,
the service is given to that one, independent of the values
of Vx and V. When aflow in L receivesthe service, Vi
is updated as
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Table 1. Summary of symbols used in multirate wireless fair queueing (MR-FQ)

Symbols Definition
C1,Co, -+, Cy All transmission rates
w; Weight of flow i
v; Virtual time of flow i
lag; Credits/debts of flow i
81,82, -+, 8,1 Thresholds to distinguish lagging degrees of flows
s Graceful degradation service index of flow i when lag; <0
AR, 0y Graceful degradation ratios for real-time and non-real-time flows
Lg, Ly Real-time lagging flows and non-real-time lagging flows
Wg, Wy Weights of L and Ly, respectively
Vi, VN Normalized amounts of additional services received by L and L, respectively
B Bound of differences of services for L and Ly
¢ Normalized amounts of additional services received by flow i when lag; > 0
fi Normalized amount of additional services received by flow i when lag; <0

Lagging degrees Ci Cp C3 -+ Cu_2 Cu_1 Cy
g < yy v

b < 48 <3, v Y

8y < 18 < g v v Y

8n73<%58n72 v v N

b2< @<t 1|V J J
L A A A A A

Figure 4. The mapping of lagging degrees to allowable transmission rates (indicated by checkmarks) in the rate selection scheme

Additional Services

low
priority

Lagging Flows Non-lagging Flows ‘

|
8 5

high v v y ¥ Priority
[R] Set of real-time lagging flows

Set of non-real-time lagging flows

Figure 5. Dispatching additional services in the compensation scheme
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@)

I, B+ VyWy
Wk We ’

VR :mln{VR+—,

where !, isthe length of the packet being transmitted, and
B isapredefined value to bound the difference between V,
and V. Similarly, when aflow in L receivesthe service,
Vy isupdated as

l B+VRWR}. ®)

Vszin{VN+WPN, Wy
Note that to avoid V; > Vy (respectively, Vy > Vi),
which may cause flowsin L (respectively, Ly) to starve,
we set up abound |V, W, — VyWy| < B. Thisisreflected
by the second term in the right-hand side of equations (7)
and (8).

Whenthescheduler selectseither L%, or L%, it distributes
additional services proportional to the weights of flows
in that set. Specifically, for each flow i, we maintain a
compensation virtual time ¢; to keep track of the normal-
ized amount of additional servicesreceived by flow i. The
scheduler selects the flow i with the smallest ¢; to serve
and then updates ¢; as

Ci = C; + l_p X & . (9)
Ww; Ck

Initially, when aflow i newly enters L or Ly, itSc¢; isset
to

¢; = max{c;, min{c; | flow j belongs to the same set
of flowi (Lgor Ly),j #i}}.

If there is no lagging flow in the previous stage, the
serviceisreturned back to the originally selected flow if it
is aleading flow but rejected by the graceful degradation
scheme. Otherwise, the service is given to a nonlagging
flow that can use the highest rate. In case of atie, MR-
FQ dispatches the services proportional to some weights.
Specifically, each flow i is assigned with an extra virtual
time f; tokeeptrack of thenormalized amount of additional
services received by flow i when it is nonlagging (lag; <
0). Whenever a backlogged flow i that can send becomes
nonlagging, f; isset to

fi = max{f;, min{f; | flow j is backlogged, nonlagging,
and cansend, j #i}}.

The scheduler selects the flow i with the smallest f; to
serve. When flow i receives the service, f; is updated as

f,~=f,~+<lix%>, (10)

w;

where r isthe current best rate for flow i.

3. Fairness and Delay Analyses

In this section, we demonstrate that MR-FQ can guarantee
fairness (including service fairness and time fairness) and
bounded delays for packet flows by mathematical model-
ing and analyses. Our analyses rely on the following as-
sumptions: (1) ag > oy, (2) W > Wy, (3) B > L., and
A r, €{Cy,---,C,}, whereL,,. isthe maximum length
of apacket and r; isthe transmission rate used by flow i. A
flow is called allowed-to-send if the rate selection scheme
returns a positive transmission rate to it, and it is called a
candidateif it can useahigher rate compared to other flows
such that the scheduler may chooseit to receive additional
services in the compensation scheme. Besides, we let r/""
be the smallest transmission rate that flow i has ever used
during the nearest time interval when flow i is active. The
lemmas used in the proofs are contained in the appendix.

3.1 Service Fairness

Theorems 1 and 2 show the service fairness guaranteed by
MR-FQ under some constraints. Theorem 1isfor flowsthat
have the similar conditions, and theorem 2 provides some
bounds on differences of servicesreceived by Lz and Ly.

THEOREM 1. For any two active flows i and j, assume
that both flows are continuously backlogged and all owed-
to-send and remain in the same state (leading, lagging, or
satisfied) during atimeinterval [14, t,). Let rgge and reg be
the transmission rates used by these flowsin the rate selec-
tion scheme and the compensation scheme during [, t,),
respectively, where rpsc and res arebothin {Cy, - - -, C,},
and their values do not change during [z, £,). Then the dif-
ference between the normalized servicesreceived by flows
i and j during [#,, t,) satisfies the following inequality:
q>i(tl’ lz) . q)_/(tla t2) S B . ﬂ + y ) me ,

w; U)j w; U)j

where @ (1, t,) represents the services received by flow i
during [z, ), and

(fmsc 49, mmsc 4 q)
if both flows are lagging but not candidates
(rRsc+rcs + 1, rrsctrcs + 1)’

if both flows areiaggi ng and candidates
(rRsc+rcs + 17 rRSCHrcs + 1)’

if both flows are satisfied

(rcs+Q(Ré1 ) res+0rC +2)

if both flows are real-time leadi ng flows
(fcs+0(1v(?1 42 ’CS+qNél + 2)

if both flows are non-real-time lead ng flows
(L 42 res+20y €1 +2)

min
r

B, v) =

flows, respectively
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Proof. A lagging flow that is allowed-to-send is not nec-
essarily a candidate since there may exist other lagging
flows that can use higher rates to transmit. Thus, we have
to consider thefive cases: (1) flowsi and j are bothlagging
but not candidates, (2) flowsi and j are both lagging and
candidates, (3) flowsi and j are both satisfied, (4) flows
i and j are both leading and have the same traffic type,
and (5) flow i is areal-time leading flow and flow j isa
non-real-time leading flow during the entire time interval
(12, 2).

Case (1): Inthis case, any flow i that islagging but not
a candidate can only receive services each time when it
is selected by v;. Since v; is updated before a packet is
transmitted, the services received by flow i may deviate
from its virtual time by one packet. Besides, the services
received by flow i isv; x 'é—slf Thus, we have

A

I'rsc mar q>: (tlv t2)
Cl Wi - w;
I'rsc lA‘max
(v, (2) — vi (1)) + o (11)

Applying equation (11) to flows i and j, we have

A

RSC max
1 w;
r i’l}lll}(
— [ =5 — vy (1) +
C w;
CDIS (tlv tz) (bj (tlv t2)
- w; w;
< 75 (1) — () + 22

1 w;

—(“%u@—vm»—"m>
w;

By lemma 1, the leftmost term can be reduced to

IRSC (y(ts) — v, (t2) —

1
_ Lmax + Lmax 2 _ r[:nSlf + 1 Lmax
w; w; r; w;
T'rsc L,
- ( min + 1 — :
rj w;

Similarly, the rightmost term would be less than or equal

(vi (1) — v;(11)))
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'RSC L I'RsC L
to (2 +1) s 4 (35 +1) o, 50

w; wj
]

DI (11, 12) qDSj(tl’IZ) < VRSC+1 L,
w; w; AN w;

A

r Lma.x
(1) B
rj w_/'

Case (2): In this case, both flows can receive services
each time when they are selected by v, /v; or receive addi-
tional services from others by c;/c;. Smce the additional
servicesreceived by flow i arec; x ‘&, we have

IBSC (0y(t) — v (1) + S5(c,(t) — 1 (1))
1 C,

Lyax - D1 (1, tz) ”Rsc
w; w;

( i(12) — vi(12)

A

max

+ ) — e +
C

1 Wi

Similarly to case 1, by lemmas 1 and 2, we can obtain

' q>:(tlv t2) _ q)j(tlv t2) S (rRSC + Ics + 1) i‘max
Wi w; rt" i
+ (”Rsc:i'nrcs + 1> i‘max'

ry w;

Case (3): In this case, both flows can receive services
each time when they are selected by v; /v; or when they
receive additional servicesfrom another flow by f;/f;. Be-
sides, since the additional services received by flow i are

X 'gg,wehave

~

Lmax
(vi(t2) — v; (1)) o Z(fity) — fit) —
C, w

1 i

(b (11, fz) T'rsc
w;

I'rsc

W, (12) — 0,(1) + S (fi(2)
¢,

1

Lax
- fiw) + —

i

Consequently, similar to case 1, by lemmas 1 and 3, we

can obtain
'@j(tl, ) P h) - (rRSC +res N 1) ax
w; w; e w;
4 (rRSC,j;,rCS + 1) I:max.
r! w;

Case (4): An allowed-to-send, backlogged, leading flow
i can receive services by s; and additional services from
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other flows by f;. So the total services received by flow i
during [14, t,) are bounded as

A

Lmax < q)i(tlv tZ)
w; w;

~
Lma.‘(

w;

I'cs
5i(t2) — 5:(t) + —(fi() — fi(t)) —
C:

r

< 5it2) — 5i(t) + %(fi(lz) — fitt) +
1

Applying the previousinequality to flowsi and j, we have

rCf—S(fi(lz) — [i(z) = fi(w) + f;(1) + 5:(22)
1

~ ~

Lmax Lmax

w; w]
, w, < 61 (fi()
— fi®) — fi(ty) + fi(t) +s:(t2) — s5;(t2)

~

~
L max L max

4 e (12)

i j

—5;(t) — 5i(t) +5;(t) —

< @f (tl, 12) (D; (t17 t2) Ics

—5i(t) +5;(t) +

Applying lemma 4 twice to flows i and j and subtracting
one by the other, we have

imax imax imax
a (v (1) —v; (1) + — —

<s5() —s5;(t) S (Ui(t) - Uj(t))

min
I"’. w; wj

é lA‘max imax
—s5;(1) < (oc—l—cx—i—l) +a——. (13)

Applying equation (13) and lemma 3 to equation (12), we

have
5 (Xé i‘mnr
S(”cs"n:in 1+2) 2
r

w;

D, (11, 1) . D, (11, 1)
w; w]

é i‘ma\'
n (rcs _:i:x 1 +2) 5
rj w;
where o = oy, if these are real-time flows, and o = oy if
they are non-real-time flows.

Case (5): Applying lemma4 to flowsi and j and taking
asubtraction leads to

imux l,:max
agv;(t) — ag — [ ayv;(®) — (ay = 1) ——
i w;
lA’mﬂX
< si(1) —s5;(t) < ogvi(t) — (ag — 1)

i

l’:rﬂax
- (qu_j(t) — Oy ) = Oyight- (14)
w

J

By lemmal and the ar > ay principle, the left-hand side
of equation (14) becomes

A ~ ~
mec Lmax Lmax

agv; (1) — ayv;(t) + oy ” — — O
J

w; wj'

max

> (O () — vy (0)) + oy 2
w

Consider the right-hand side of equation (14). There are
two cases for the term azv; (1) — oyv;(2). If ogv; () —
ayv;(t) > 0, wehave v;(r) > g—gvj(t). By lemma 1,

A

L L L
Srign < Oy (Uj ) —u (f)) + oy —— — og—— + ——
w; w; w;

él 2:max imax
<loav—toy | — +Q—ag)—.
r w w

min . .
Jj J i

If agv; (1) — oy, (7)) < 0, we have

A A

LmaX
+ (1 —ag) .

J i

max

Srignt < Oy

Thesetwo casestogether imply S, ., < ((xN % + aN) LM—+
ry wj

(1—ap) i;ﬁ” . Sowe have

imax CA‘l lA’m‘”‘
— Og oy —ay+1 < s5:()
r

min
j w;j

min
T

J i

(15)

él I:max imax
—s5;(1) < |ay +ay + 1 —oap) v

By applying equation (15) and lemma 3 to equation (12),
we have
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‘CD‘,?(zl’ 1) _ <I>j.(t1, 12) < (”c; i 2) i‘max
w; w; it w;
+ (rCS +m2”(lxNél + 2) i‘max )
rj w;

THEOREM 2. The difference between normalized addi-
tional servicesreceived by L and L in any timeinterval
[#1, t,) during which both setsremain active (i.e., there ex-
istsat |east one candidatein each set) satisfiesthefollowing
inequality:

q)R(tl’ t2) _ cI)N(l‘lv ZZ) < B + imux + B + ima)c
WR WN o WR WN

’

where @, (11, t,) and @ (14, 1,) are additional services re-
ceived by L and Ly during [#,, t,), respectively.

Proof. Since V; is updated before a packet is transmitted,
it follows that the total additional servicesreceived by L,
during [z, t,) are bounded by

Lpw  Px(ty,t
Vi(ts) — Vi(ty) — < Sl 1)

< Vi(t
We = W, = &(12)

A

max

Wi

— Vr(t) +

Similarly, for Vy, we have

Lyae Oyt 1)
ww—mw—w,s”gzsmw

N N

A

max

Wy

— Vn(t) +

Therefore, we have

Vo (t Volts) — max
r(t2) — Vr(t1) A

Dp(t1, 1) _ Dy (11, 1)
- Wi Wy

(VN (t) — Vy(t) + ‘;:;)

< Vi(tz) — Vir(t2)

A

+ Lmax V (t ) V ([ ) I:max
WR NP2 N\l WN .
By lemma 5, we can rewrite the inequality as

_ B + Lmax + B + Lmax < (I)R(tlv t2)
Wr Wy - Wr

_ cI)N(l‘lv t2) < B + i’max
WN - WR WN
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CDR(tls tZ) _ cI)N(ltlv t2) < B + imax
WR WN - WR
+ B + i‘mux
Wy

3.2 Time Fairness

Theorem 3 showsthetime fairness guaranteed by MR-FQ.
Since v;, ¢;, and f; reflect the transmission time used by
flow i, the proof of theorem 3issimilar tothat of theorem 1,
except that we do not multiply v;, ¢;, and f; by RC—‘f or ch
factors. Thus, we omit the proof of theorem 3.

THEOREM 3. For any two active flowsi and j, the dif-
ference between the normalized transmission time used
by flowsi and j in any time interval [, ¢,) during which
both flows are continuously backlogged and allowed-to-
send and remain in the same state (leading, lagging, or
satisfied) satisfies the following inequality:
(Di(ll, tz) . CDj(tl, t2) S B . ﬂ +y ) Lmax,
w; w; w; Ww;

where ®i (1, 1,) represents the transmission time used by
flow i during [z, t,), and

( ih +1, 55+ 1),

if both flows are lagging but not candidates

(2% +1, 23 +1),

if both flows are lagging and candidates
AL+,

if both flows are satisfied

(B, y) = ((OCR:;%)Q +2, (OLR’:'I%)Cl + 2)7

if both flows are real-time lead ng flows

((OLN;’:'I-)C]. + 2 (OLN;’JZ-)C]_ + 2)’

if both flows are non-real-time lead ng flows

( fi%n +2, By 4 9

ifi and j ae real time and non-real-time
leading flows, respectively.

3.3 Delay Bounds

Theorem 4 shows that if alagging flow that has sufficient
service demand becomes allowed-to-send and is aways a
candidate in the compensation scheme, it can get back all
its lagging services within bounded time.

THEOREM 4. If anactivebut lagging flow i that remains
backlogged continuously becomes allowed-to-send and is
always a candidate in the compensation scheme, it is guar-
anteed that flow i will become nonlagging (i.e., lag; < 0)
within time A,, where
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A, <

llj + 2i‘l11(LX é
o ), (

2 L+ 2 )+Q i
Wpin (1 - OLR) Cn Cn Winin Crl
m isthe number of active flows; ¢, ¢, and ¢y arethe ag-
gregateweight of al flows, all real-timeflows, and all non-
real-time flows, respectively; w,,;, isthe minimum weight
of al flows; and

Wr+Wn
Wg

C1 (<ﬂR lagi (1) + (ZwR +m — Z)Lmat)

G
+ﬁm+®,
W if flow i isarea-timeflow

We+Wy (C1(¢Nla¥1(f)+(2¢N +m—2)i,.)

Wn Cn

+ 2L+ B).
if flow i isanon-real-time flow.

Proof. Assume that flow i is a real-time flow. Consider
the worst case: flow i has the maximum lag among all
flows. Sinceflow i becomesallowed-to-send, lag, isnever
decreased after time . Besides, because flow i isalwaysa
candidate in the compensation scheme, lag; is decreased
each time when it receives additional services. Now let
d,(t, ty) be the total additional services received by al
lagging flowsduring [z, t + A,).

To prove this theorem, observe that the largest value
of A, occurswhen al flowsin the system are allowed-to-
send and thereisonly oneleading flow, say k, that provides
additional services such that flow k isarea-time flow and
wy = w,,;,. Flow k can receive afraction oy of itsservices
whenitisleading, andit usess, to keep track of theamount
of such services. So we have

A

C
(et + A) — ve(0))
C

1

cI)A(ta t+ A[) Z Whin

wmin(sk(t + At) - sk(t)) - imux' (16)

Note that the best rate of flow k must be C;, or it is not
alowed to send. By lemma 1, for any active flow j during
[z, + A,), we have

é Z‘ma‘c
Vit +A) —v(0) = vt + A) —u() + - e i—
1 J
CA‘l i‘max
— S u(t+ A) —u(d)
Ty Wnin

él (Z‘max Z‘max )
+ = + :
C,, wj Win
Thisinequality helpsto derive the total amount of services
provided by the system during [z, r + A,):

N (U (t + A ) U(t))) + I:nulx

l~é(2w

max lA’max
( (vk(t+A)_vk(t)+C_( —))>

n J min

F Ly < et + A) = 0(0) Y w;

jeA

+%< Lyos + WZw)Jerm

Winin

S+ A) —v@)e

18] .
+ <%<m +-2 4 1) Lo
Cn Win

= yu(+A) — ()

14 ¢ 5
Z - (Cn N A[ - (é_l(m + go ) + 1)L/1m)r) . (17)
¢

n min

Applyinglemma4toflow k attimest and ¢t + A, and taking
a subtraction, we obtain

A

max

s+ A) — 5 (1) < apve(t + A) — agu(?) +

(18

By combining equations (17) and (18) into equation (16),
we can obtain

Dyt t4+A) > Whin <Uk(t + A) — () — ogue(t + A))

L .
+0LRvk(t) -] - Lmax
Wnin

ag) (et + A,) = 0e(0)) = 2L

wmin(l - OLR) (én

= wmin(l -

¢ .
: Al‘ - (A_l(m + 4 ) + 1)Lmax
% C

n min

(p(cDA(tv t+ At) + Zimax)
Wpin (1 - QR)én

é A Hlll}(
[ Zm+ -2 +1 (19)
¢ ¢

- 2[A‘max = AI =<

n min n

It remains to derive an upper bound for @, (¢, t + A,)
in equation (19). Theworst case happenswhen thesen — 1
lagging flows are candidates so that they are al allowed
to share the @, (¢, t + A,) services. Besides, exactly one
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of these n — 1 flows remains in Ly during [z, ¢ —|— A)).
In this case, L can share at most a fraction of
O, t+ A)).

Let ®p(r,t + A,) and Oy (t, t + A,) be additional ser-
vices received by L, and Ly during [z, + A,), respec-
tively, ®,(t,t + A,) = O, 1+ A)+ Dy, t+ A,). By
theorem 2, we have

W+W

Pult 1+ A) | B+ Lo
Wk Wk

Dy, t+A) < Wy (

B +imctx
+—— )= a1+ A)
Wy

Wi + Wy n
S TR (CDR(tv t + Al) + B + Lmax) . (20)
By applying lemma2twiceonflowi andany flow j € L,
we have

A

¢
Qp(t.t+A) <D w; - é—l(c,-(t +A) = ;1)
JELR 1

~

=Y, (c<r+A>—c<r>+ G

JELR

~ A A

Lmax Cl Lmax
. + min W, +Lmat_(c (I+A)

w; r
max
D,

J J
Wi JELR

— )y w +& B

JELR

C]_ZL

o JELR

_1(&
C, w;

Aftertimer + A,, flow i becomesnonlagging, S0 —L,... <
lag(t + A,) < 0. Thus, we have

m(z'c < (pR(C (t + A ) — G (t))

(5 lag:(t + A,) — lag:(t
S et 4 A — ey < s+ A)  lagi(0)]

lagi (t) + Lmux
<
w;
Cl lagi (t) + Lmnx
< < -
C, w;

=+ A)—c()
(22)

By combining equations (21) and (22) into equation (20),
we have
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Dt t+A) <

2 . .
+ (ﬂ tm— 2) L,W) 2L e + B) . ()
w;

By combining equations (19) and (23), thefirst part of this
theoremisproved. When flow i isanon-real-time flow, the
proof is similar, and we omit the details.

Wy + Wy (él (goR -lag:(t)

Wk C, w;

4. Simulation Results

In this section, we present some experimental results to
verify the effectiveness and properties of the proposed al-
gorithm. We have developed an event-driven simulator by
using C++ programming language. Events, such as pack-
ets arrival and change of channel states, are tagged with
timestamps and enqueued into a priority queue. The sim-
ulator then dequeues events from the priority queue and
handles them by the principles of MR-FQ.

4.1 The Impact of the Multirate Environment

In the first experiment, we evaluate the impact of the mul-
tirate environment for our MR-FQ method and other wire-
lessfair scheduling algorithms. We mix real-time and non-
real-time flows together. We mainly observe the packet
dropping ratios and the average queueing delays of real-
time flows and the average throughput of non-real-time
flows. We compare CIF-Q [10], TD-FQ [13], and the pro-
posed MR-FQ. CIF-Q and TD-FQ are two wireless fair
scheduling algorithms devel oped for asingle-rate environ-
ment. They both assume that the wireless channel is ei-
ther in a good state or a bad state. We compare MR-FQ
with these two agorithms because their basic schedul-
ing policies (i.e., Fig. 3) are similar to that of MR-FQ.
(Themajor differences among these three scheduling algo-
rithms are the methods of the graceful degradation scheme
and compensation scheme. Besides, only MR-FQ has the
rate selection scheme.) We adopt the IEEE 802.11b as the
MAC protocol, which provides 11-Mb/sec, 5.5-Mb/sec, 2-
Mb/sec, and 1-Mb/sec transmission rates. Ten flows are
used, as shown in Table 2. Thefirst six flows are real-time
flows, which represent three traffic models. voice, video,
and constant hit rate (CBR) traffics. The voice traffic is
modeled as an ON-OFF process, where the average dura-
tions of ON and OFF periods are set to 2.5 and 0.5 sec-
onds, respectively. During an ON period, packets are gen-
erated with fixed intervals. No packet is generated during
an OFF period. The video traffic is modeled as variabl e bit
rate (VBR) traffic, where packets arrive in a Poisson fash-
ion. The last four flows are non-real-time FTP flows, and
their traffic is modeled as greedy sources whose queues
are never empty. The weights of these 10 flows are set to
2:1:64:32:16:8:64:64: 64 : 64to reflect
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Table 2. Traffic specification of the flows used in the first experiment

Guaranteed Average Error
Flow Bandwidth Packet Size Scenario
voicel 64 Kb/sec 2 Kb Tg00d = 8 S€C, Tpaa = 1.5 sec
voice2 32 Kb/sec 1Kb Tg00d =5 S€C, Tpaq = 1 seC
videol 2 Mb/sec 4 Kb Tg00d = 8 S€C, Tpaa = 1.5 sec
video2 1 Mb/sec 2 Kb Tg00d =5 S€C, Tpaq =1 s€C
CBR1 512 Kb/sec 2 Kb Tg00d = 8 S€C, Tpaa = 1.5 seC
CBR2 256 Kb/sec 1Kb Tg00d =5 S€C, Tpaq =1 s€C
FTP1 2 Mb/sec 4 Kb Tg00a = 9-5 s€C, Tpaq = 0.5 sec
FTP2 2 Mb/sec 4 Kb Tg00d = 8 S€C, Tpaq = 1.5 seC
FTP3 2 Mb/sec 4 Kb Tg00d = 5S€C, Tpaq = 1 S€C
FTP4 2 Mb/sec 4 Kb Tg00d = 3 S€C, Tpaq = 1 sEC

their guaranteed bandwidth. Asfor error scenarios, we use
two parameters, 7T,,,, and 7,4, to adjust the average time
when a channel staysin good and bad states, respectively.
When the channel isin the good state, the flow can use 11
Mb/sec to transmit. When the channel isin the bad state,
the best transmission rate that aflow can usein MR-FQ is
randomly selected from 5.5, 2, 1, and 0 Mb/sec. However,
both CIF-Q and TD-FQ simply treat the channel as bad,
and no packet can betransmitted. Thetotal simulationtime
in this experiment is 30 minutes.

For CIF-Q, we set its parameter to a = 0.5, while for
TD-FQ and MR-FQ, we set their parametersto o, = 0.8
and ay = 0.2, respectively. In TD-FQ, the weights as-
signedtolagging setsare Wy : Wy =3: 1, Wy : WY =
3:1 and Wy : Wi = 3: 1 In MR-FQ, since we do
not distinguish lagging flows as seriously and moderately
lagging ones, there is only one ratio W, : Wy = 3 : 1.
Besides, the values of 3, 8,, 33, and B in MR-FQ are set
to 32, 64, 128, and 1024, respectively. Note that the units
of packets are set to Kb when we compute the virtual time
of flows.

The packet dropping ratios and the average queueing
delays of real-time flows are shown in Figures 6 and 7,
respectively, where the packet dropping ratio is defined as

Number of packets dropped due to exceeding deadline
Number of packet generated

bl

and the deadline of a packet is set to twice of the aver-
age packet interarrival time. From Figures 6 and 7, we
can observe that rea-time flows have the highest packet
dropping ratios and average queueing delays when we ap-
ply CIF-Q to the scheduler. This is because CIF-Q does
not separate real-time flows from non-real-time flows and
treat all flowsin the same way. Real-time flows then have
to compete with non-real-time flows, thus causing higher
dropping ratios and queueing delays. The packet dropping
ratios and the average queueing delays of real-time flows
in TD-FQ aresmaller thanthosein CIF-Q. Thisis because
TD-FQ gives higher priorities to real-time flows to reduce
their queueing delays (and packet dropping ratios). MR-FQ
adoptstheidea of TD-FQ (which gives higher prioritiesto

real-time flows) and alows flowsin abad state to transmit
packets using lower rates (if possible). So the packet drop-
ping ratios and the average queueing delays of real-time
flowsin MR-FQ are smaller than those in CIF-Q and TD-
FQ since the | atter two methods do not allow packetsto be
transmitted if flows arein abad state.

A similar effect can be observed in Figure 8, where the
average throughput of non-real-time flows in MR-FQ is
larger than that in CIF-Q and TD-FQ.

From this experiment, we can conclude that by con-
sidering the multirate capability of awireless channel, the
proposed MR-FQ method can reduce the packet dropping
ratios and average queueing delays of rea-time flows and
increase the overall system performance.

4.2 The Time Fairness Property

In the second experiment, we verify thetimefairness prop-
erty of the MR-FQ method. Recall that there are two parts
in MR-FQ that address the time fairness issue. Oneisthe
rate selection scheme, which will choose a suitable trans-
mission rate for the selected flow according to its lagging
degree and channel condition. A flow is allowed to use a
lower rate for transmission only if it is suffering from se-

riously lagging. Another is the ratio ﬂ , used to update a
flow’s virtual time (refer to equations (3), (9), and (10)),
where r isthe transmission rate used by the flow. To show
that our MR-FQ method can satisfy thetime fairness prop-
erty, we design amodified version of MR-FQ that does not
consider the time fairness property. This modified version
removes the rate selection scheme and updates aflow i's
virtual time as follows:

P
v, = i+ —,
w;
l
p
¢ = G+ —,
w;
l
P
ﬁ - f‘l+_7
w;

where/, isthe length of the packet being transmitted. We
mainly observethetotal servicesreceived by flowsand the
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Figure 7. Average queueing delays of real-time flows

total medium time used by flows. Two FTP flows are used,
as shown in Table 3. The weights of these two FTP flows
aresettol: 1. Thetotal simulationtimein thisexperiment
is 100 seconds.

Figures 9 and 10 show the total services received and
the total medium time used by these two FTP flows, re-
spectively. Since the channel condition of the flow FTP1
is better than that of the flow FTP2, MR-FQ will let the
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voicel voice2 videol video2 CBR1 CBR2

flow FTP1 receive more services than the flow FTP2, as
shown in Figure 9(a). However, the medium time used by
both flowsisthesamein MR-FQ, asshownin Figure 10(a).
Thisreflectsthe fact that the proposed M R-FQ method can
satisfy thetimefairness property. Onthe contrary, although
the modified version of MR-FQ can achieve better service
fairness (as shown in Fig. 9(b)), it let the flow FTP2 oc-
cupy too much medium time, as shown in Figure 10(b).
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Table 3. Traffic specification of the flows used in the second experiment
Guaranteed Average Error
Flow Bandwidth Packet Size Scenario
FTP1 6 Mb/sec 8 Kb Tg00a = 10 s€C, Tpaq = 1 s€C
FTP2 6 Mb/sec 8 Kb Tg00d = 4 S€C, Tpaa = 2.5 S€C
600 600
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(a) MR-FQ

Figure 9. Total services received by the two FTP flows

(Note that since the flow FTP2 has a worse channel con-
dition, it will often use lower transmission rates to send
packets, thus causing longer transmission time.) By com-
paring Figure 9(a) and 9(b), we can observe that the total
servicesreceived by theflow FTP1inthe modified version
of MR-FQ are quite lower than that in MR-FQ. This re-
flects the fact that if we do not consider the time fairness

(b) MR-FQ without considering time fairness

issue, the flows using lower transmission rates will de-
grade the amount of services received by other flows (that
use higher transmission rates), thus decreasing the overall
system performance.

To show how bad the situation will be if we ignore the
time fairness issue, we set up the third experiment. Six
flows are used, as shown in Table 4. We mainly obverse
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Figure 10. Total medium time used by the two FTP flows

Table 4. Traffic specification of the flows used in the third experiment
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Guaranteed Average Error

Flow Bandwidth Packet Size Scenario
videol 2 Mb/sec 4 Kb Error-free
video2 1 Mb/sec 2 Kb Tg00d = 5 S€C, Tpaq = 3 SEC
CBR1 1 Mb/sec 4 Kb Tg00a = 10 sec, Tpqq = 1 s€C
CBR2 512 Kb/sec 2 Kb Tg00d = 4 S€C, Tpaq = 2.5 S€C
FTP1 4 Mb/sec 8 Kb Tg00d = 9.5 s€C, Tpaq = 0.5 sec
FTP2 2 Mb/sec 4 Kb Tg00d = 3 S€C, Tpaq = 2 SEC

the services received by each flow and the total services
provided by the system. The weights of these six flows are
settod : 2:2:1:8: 4to reflect their guaranteed
rates. Other parameters used in MR-FQ are same as those
in section 4.1. The total simulation time is 100 seconds.

Figures 11 and 12 show the services received by each
flow and the total services provided by the system, respec-
tively. From Figure 11, we can observe that al flows can
receive more servicesin MR-FQ than thosein the modified
version of MR-FQ (which doesnot consider timefairness),
except for the flow video2. This will imply that the total
services provided by the system in MR-FQ are more than
that in the modified version of MR-FQ. From this experi-
ment, we can conclude that by considering time fairness,
the proposed MR-FQ method can increase the overal sys-
tem performance.

4.3 The Effect of the o, Value on Real-Time Leading
Flows

Inthelast experiment, we discussthe effect of different oy
values on real-time leading flows in our MR-FQ method.
Recall that with the graceful degradation scheme, a real-
time leading flow i can reserve approximately azv; ser-
vices. (In other words, flow i hasto give up approximately
(1 — ag)v; services to compensate other lagging flows.)
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These reserved services can help reduce the queueing de-
lays of real-time leading flows.

To evaluate the effect of different a; values, we set up
four flows, as shown in Table 5. The first three flows are
real-timeflows, which represent threetraffic models: voice,
CBR, and video traffics. The last flow is a non-real-time
FTP flow. The channel conditions of these three real-time
flows are much better than that of the non-real-time FTP
flow. So these real-time flows will become leading flows,
while the non-real-time FTP flow will become a lagging
flow inthisexperiment. Note that the major purpose of this
non-real-time FTPflow i sto receive compensation services
from these three real -time flows so that we can observe the
effect of different o, values on these real-time flows. The
weights of these four flowsaresetto 1 : 8 : 32 : 64 to
reflect their guaranteed bandwidth. The total simulation
timein this experiment is 30 minutes. We mainly observe
the packet dropping ratios (which also reflect the queueing
delays) of real-time flows in this experiment.

Figure 13 shows the packet dropping ratios of these
three real-time leading flows under different a; values.
The packet dropping ratios of real-time flows decrease
broadly as the value of oy increases. From Figure 13, we
can observe that the a; value does not obviously affect the
packet dropping ratio of the voice flow when o, > 0.2.
Thisis because the voice traffic is modeled as an ON-OFF
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Figure 11. Total services received by each flow
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Table 5. Traffic specification of the flows used in the fourth experiment

Guaranteed Average Error
Flow Bandwidth Packet Size Scenario
voice 64 Kb/sec 2 Kb Tg00a = 10 sec, Tpaq = 1 seC
CBR 512 Kb/sec 2 Kb Tg00d = 10 sec, Tpaq = 1 seC
video 2 Mb/sec 4 Kb Tg00a = 10 sec, Tpaq = 1 seC
FTP 4 Mb/sec 8 Kb Tg00d = 3 SE€C, Tpaq = 2 SEC

process, and packets are generated only during an ON pe-
riod. So even when we give more servicesto thevoiceflow,
its queue may be empty and cannot receive such services.
The packet dropping ratio of the CBR flow decreases as
the value of o increases when a; < 0.3. Thisis because
the packet’s arrival rateisfixed in the CBR flow. When we
set ar; = 0.3in this experiment, the CBR flow can exactly
exhaust its queue content. So when a; > 0.3, the queue
becomes empty and the packet dropping ratio of the CBR
flow becomes steady. The value of o, affects the packet
dropping ratio of the video flow obviously whena; < 0.6.
This is because the video flow is modeled as VBR traf-
fic, where packets arrive in a Poisson fashion, and thusits
gueue may contain more packets waiting for transmission.

In summary, aswe increasethevalue of az anda; < 6,
where 6 is a threshold value and 6 < 1, the packet drop-
ping ratios of real-time leading flows can decrease. The
threshold value 6 is different under various types of real-
time flows. From this experiment, we can observe that
evideu > eCBR > evui('ev Where evideov eCBRv and evaice repre-
sent the threshold values 6 of video, CBR, and voice flows,

604 SIMULATION Volume 81, Number 8

respectively. Besides, as the number of flows increases,
the threshold value 6 also increases. Thisis because these
real-time leading flows have to compete with more flows
for transmission. If weallow themto reservemore services,
then their packet dropping ratios can be reduced.

5. Conclusions

We have addressed the problem that has been ignored by
many existing wireless fair scheduling algorithms that a
lot of wireless networks are capable of transmitting data at
multiple rates. A new agorithm, MR-FQ, is proposed to
solve this problem. By taking both time fairness and ser-
vice fairness into account, MR-FQ allows a flow to trans-
mit at different rates according to its channel condition
and lagging degree. It not only increases the overall sys-
tem throughput but also guarantees fairness and bounded
delaysfor flows. We have analytically derived the fairness
properties and delay bounds of MR-FQ. Simulation results
have aso shown that MR-FQ incurs less packet dropping
for real-time flows and has larger throughput for non-real-
time flows when compared to CIF-Q and TD-FQ.
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Figure 13. Packet dropping ratios of real-time flows under different oz values

6. Appendix: Basic Lemmas

The following three lemmas give bounds on the differ-
ences between virtual times (v;S), compensation virtual
times (¢;s), and extra virtual times (f;s) of any two active
flows.

LEMMA 1. Let v;(¢) bethevirtua time of flow i at time
t. For any two active flows i and j such that ¢ > 0,

A A A

Lyw _ € Lyw _ €
X — < (1) —v(1) < 2 x —=. (24)
w’ r;ﬂln w[ rimtn

Proof. This proof is by induction on z.

Basic step. Whenr = 0, al virtual timesare0, so equation
(24) holdstrivially.

Induction step. Supposethat at timer, equation (24) holds.
Letr + A, bethe nearest time when any flow changes its
virtual time. Wewant to proveequation (24) for timer+ A,.
Observe that aflow’s virtual time may be updated in three
cases: (1) it is selected by the scheduler and the serviceis
indeed giventoit, (2) it is selected by the scheduler but the
serviceis given to another flow, and (3) it becomes active.

In case (1), let flow i be selected by the scheduler and
use transmission rate r; (> ") to send. Then its virtual

time becomes v; (r + A,) = v (¢) + (LL x %) where /,
is the length of the packet being transmitted. By MR-FQ,

it follows that v;(r) < v;(r), for al j € A. Since v; is
increased, by the induction hypothesis, we have

~ ~

Lmax Cl

——— X o= Su+A) () =0+ A)
wj j
— Uj(t + At)

Furthermore, since v;(t) < v;(t), we have

w; ri

o)
vt +A) —v;t+A) = |vi()+ — x —

A A

L max Cl
— X

w; r

—v;(t) < —.
So equation (24) holds at ¢ + A, .

In equation (24), if flow j is selected by the scheduler
and uses transmission rate r; (> rj’.”"”) to send, then v; (r +

A)—v;t+A) < i;"*‘ X rc_1 holdstrivially. Furthermore,

[rores=2)
vt +A) —v;t+A) =v;(t) = | v;(1) + — X —

J J

So equation (24) till holdsat ¢ + A,.
Case (2) is similar to case (1), except that we need to
replacer; and r; by C, in al inequalities.
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In case (3), supposethat flow i becomesactiveat r + A,.
By MR-FQ,v;(t+A,) issettomax{v;(t), mings_;{vi (t+
At)}} If U,([‘i‘A,) = ml‘nkeA,{,'){Uk(t‘i‘A,)}, then equa“on
(24) holds trivialy. Otherwise, v;(t + A,) = v;(t), which
means that v; (t) > mingca_{vi(t + A,)}. So we have

vt +A) — vt + A) = mingeap{ve(t + A}

A A

Lmux Cl
X

w; Ty

—v;(t+A) = -

Since the virtual time is nondecreasing, we have

Lmax Cl
X
w; r

vi(t+A) —v;t+A) () —v;(t) < e
So equation (24) holds at r + A,. When flow j becomes
active, the proof is similar, so we can conclude the proof.

Since MR-FQ updates ¢; and f; similarly to that of v;,
proofs of the next two lemmas are similar to that of lemma
1. So we omit the proofs.

LEMMA 2. Let ¢;(r) bethe compensation virtual time of
flow i at time ¢. For any two flows i and j that are both
candidates and have the sametraffic type (real-time or non-
real-time flows) such that r > 0, we have

A A A N

Lmax C Lmax C
SSan) —o(n £ = x —

min —
J J i i

w

LEMMA 3. Let f;(¢) bethe extravirtual timeof flow i at
time ¢. For any two flows i and j that are both candidates
such that r > 0, we have

L ¢ L
_ “max x %I.n < ﬁ (l) _ fj (t) < max x =
r w i

mi
wj' j i r;

The next lemmagivesboundsonthe difference between

the normalized services received by aleading flow i (i.e.,
s;) and the maximum amount that it can receive (i.e., o, v;).

G

LEMMA 4. Lets;(z) bethevalue of s; at time¢. For any
flow i that is allowed-to-send, backlogged, and leading
during thetimeinterval ¢ € [, t,), we have

A ~

I I
(0 — D= <au(r) —s(1) <a—=, (25
; w

i i

where a = oy if flow i isarea-time flow, and o = ay
otherwise.

Proof. The proof isby induction ontimer € (1, ).

Basic step. When ¢ = ¢, flow i just becomes leading, so
the graceful degradation scheme sets s;(r) = awv;(¢), and
thelemmaistrivialy true.

Induction step. Suppose that at time ¢, the lemma holds.
Observe that v; and/or s; change only when flow i is se-
lected. So we consider two cases: (1) flow i is actually
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served, and (2) another flow j £ iisserved.Lett+A, <1,
be the nearest time that v; and/or s; are updated. We prove
that the lemma till holds at ¢ + A, .

Accordingto MR-FQ, case(1) occursonly whens; () <
av; (1), so we have

av;(t+A) -5+ A)=qa (v,—(t) + li)
w

i

- <Si(t) + li) = (a— :I-)li + av;(?)

i

Z‘max
—5(t) = (@—1) ,
w;

i

where [, represents the length of the packet being trans-
mitted.

Case (2) impliess; (1) > awv;(¢). Also, v; isupdated, but
s; isnot. So we have

l,
avi(t + A,) — si(t + A) = av (1) + =

i
~

[ L
—5(t) < a2 <o—2=,
w; w;

LEMMA 5. Let Vx(¢r) and Vy(¢) be the value of V; and
Vy, respectively. For r > 0, we have

5 < V(@) = Vy(t) < d
wy = ¢ M= Wy

N R

Proof. This proof is by induction ontime: > 0.

Basicstep.Whenr = 0, Vi (t) = Vy(¢) = 0, sothelemma
istrivialy true.

Induction step. Assumethat thelemmaholdsat timez. V,
(respectively, Vy) can be updated only when L# (respec-
tively, L%,) isnonempty, where L%, (respectively, L) isthe
subset of L, (respectively, L) selected in the compensa-
tion scheme, respectively. We consider two cases: (1) only
one set is nonempty, and (2) two sets are nonempty. Let
t + A, be the nearest time that V; or V, is updated. We
want to prove the lemmato betrueat timer + A,.

In case (1), if L% is nonempty, additional services are
given to L. In MR-FQ, we bound the total difference of
additional servicesreceived by L and L, at any time by
[We Ve — Wy Vy| < B.Soattimer+ A, WeVe(t +A,) —
Wy Vi + A,) < B.Since Wi > Wy, we have

WeVe(t + A) — WiVt + A) < WeVie(t + A)
—WyVy(@+ A) <B= Vit + A)

-Vt +A) =< i

N D=

On the other hand, if L% is nonempty, we can similarly
derivethat Vi (t +A,) = Vy(+A,) > —WLN. Sothelemma
holdsat r + A,.
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In case (2), since both sets are nonempty, the scheduler
gives additional servicesto Ly if Vx(t) < Vy(t). Let !,
represent the length of the packet being transmitted. We
have

Vet +A) = Vit +A) = (VR(I) + vlv—p)

R

A

lp Lmax B
V@) < — < < —.

Wr Wr Wk
Notethatitistriviallytruethat—WLN < Ve(t+A)—Vy(t+
A,). Similarly,if Vi (¢) > Vy(¢),theserviceisgivento Ly,
so we have

Vet + A) — V(@ + A) = Ve(@) — (VN(t) + Vlv—p)

~

lp Lmax - B

7 > 77 -,
Wy — Wy = Wy

Notethatitistrivially truethat Vi (t + A,) — Vy(t + A,) <

W%. Therefore, the lemma still holds at + + A,.
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