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Trihalomethane Species Forecast Using Optimization
Methods: Genetic Algorithms and Simulated Annealing

Yu-Chung Lin1 and Hund-Der Yeh2

Abstract: Chlorination is an effective method for disinfection of drinking water. Yet chlorine is a strong oxidizing agent and easi
with both organic and inorganic materials. Trihalomethanes~THMs!, formed as a by-product of chlorination, are carcinogenic to hum
Models can be derived from linear and nonlinear multiregression analyses to predict the THM species concentration of empiric
kinetic equations. The main objective of this study is to predict the concentrations of THM species by minimizing the nonlinear
representing the errors between the measured and calculated THM concentrations, using the genetic algorithm~GA! and simulate
annealing~SA!. Additionally, two modifications of SA are employed. The solutions obtained from GA and SA are compared w
measured values and those obtained from a generalized reduced gradient method~GRG2!. The results indicate that the proposed heur
methods are capable of optimizing the nonlinear problem. The predicted concentrations may provide useful information for cont
chlorination dosage necessary to assure the safety of water drinking.

DOI: 10.1061/~ASCE!0887-3801~2005!19:3~248!

CE Database subject headings: Algorithms; Evolutionary computation; Simulation; Disinfection; Optimization; Chlorinati
Potable water.
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Introduction

The basic operations in a water treatment plant include
major processes such as clarification, filtration, and disinfec
Removal of pathogenic microorganisms, tastes, odors, colo
bidity, dissolved minerals, and harmful organic materials are
important in water treatment. Water contains many microor
isms, some of which cause diseases. Typical bacterial redu
of 60 to 70% are possible by coagulation, flocculation, and
mentation. A filtration process increases the overall bacteria
moval to about 99%. Disinfection is an essential and final ba
against human exposure to disease-causing pathogenic m
ganisms in water supply engineering.

Chlorination began at the start of the last century to provid
additional safeguard against pathogenic microorganisms. A
ber of equilibria affect the form and the effectiveness of chlo
in water. Chlorine is a very strong oxidizing agent and may c
bine with water to form hypochlorous and hydrochloric ac
~Bitton 1999!.

Hypochlorous and hydrochloric acids react with both org
and inorganic materials to produce trihalomethanes~THMs!.
Chloroform sCHCl3d, bromodichloromethane sCHBrCl2d,

1Graduate Student, Institute of Environment Engineering, Nat
Chiao-Tung Univ., Hsinchu, Taiwan.

2Professor, Institute of Environment Engineering, Natio
Chiao-Tung Univ., Hsinchu, Taiwan.
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dibromochloromethanesCHBr2Cld, and bromoform sCHBr3d,
produced by chlorination of water and wastewater, are susp
mutagens/carcinogens. Because of their carcinogenic effec
U.S. Environmental Protection Agency~USEPA! limited the con
centration of four kinds of THM species in recent years.
USEPA finalized the new disinfectant/disinfection by-prod
rules in 1998 and limited the residual chlorine concentratio
0.08 mg/L in drinking water. A recent study by the USEPA fo
that women exposed to higher levels of chlorine by-products
a 15.7% risk of miscarriage, whereas those who had little e
sure to THM had a lower~9.5%! risk ~Elshorbagy 2000!.

Elshorbagy ~2000! applied a generalized reduced grad
method ~GRG2!, developed by Lasdon and Warren~1982!, to
characterize and simulate the kinetics of THM species unde
resentative extreme conditions associated with temperature,
rine dosage, and bromide content. The GRG2 model was
ployed to combine site-specific trends with stoichiome
expressions based on an average representative bromine c
tration factor. The model was evaluated, tested, and valid
using data from finished desalinated water collected in the U
Arab Emirates. Elshorbagy~2000! obtained reasonable agr
ments between predicted and measured values of differen
cies. Milot et al.~2002! applied artificial neural networks to pr
dict the contaminant levels of total THMs in the chlorinated w
under laboratory condition.

The objective of this study was to find the concentration
THM species by minimizing the nonlinear function represen
the errors between the measured and calculated THM conc
tions. Results obtained from genetic algorithm~GA! and simu
lated annealing~SA! are compared with the measured values
those obtained from the GRG2 model. The proposed me
provide a useful tool for controlling the chlorination dosage

assure the safety of water drinking.
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Studies on Trihalomethane Formation

Many researchers discovered that THM formation potential
useful and conservative indicative parameter~Rook 1974; Bunn
et al. 1975; Trussel and Umphres 1978; Minear 1980!. The in-
dicative parameter could apparently develop in the presen
total available organic precursors. Those studies also showe
THM levels increase with increasing bromide concentra
Gould et al. ~1981! defined the bromine incorporation fac
~BIF!, which changes little with reaction time. The pH and
ganic precursor content, depending on the bromide concentr
have a maximum influence on BIF. Montgomery Watson~1993!
also found that bromide-rich sources of water such as desali
and/or some groundwater wells can increase the THM form
potential. Various parameters, such as total organic carbon,
violet light absorbance, temperature, chlorine dosage, bro
concentration, reaction time, and chlorination pH also affect T
formation.

Clark et al. ~1994! presented certain dynamic water qua
studies to treat THM as a conservative substance througho
distribution system and to approximate its kinetics by a first o
growth-limited reaction rate expression. More recently, C
~1998! proposed an improved model based on second-order
tion kinetics for THM formation as a function of chlorine d
mand. In contrast, Nokes et al.~1999! proposed a reaction sche
with another kinetic model to simulate the THM formation. T
mathematical model related the extent of bromination and
relative abundances of the four THM species to thefBr−g : fCl−g
ratio.

In addition to the dynamic models mentioned previously, s
empirical models were also proposed to describe the mecha
of THM formation~e.g., Amy et al. 1987; Adin et al. 1991; Gol
nopoulos et al. 1998!. Among the empirical models, Amy et
~1987! examined the relationships between several key w
quality parameters and their corresponding THM format
Based on the empirical results, a multiparameter power func
derived from linear and nonlinear multiregression, was devel
to predict THM formation in drinking water.

Development and Application of the Heuristic
Approaches

Recently, considerable attention has been paid on stochastic
mization techniques such as GA and SA. The predominan
these heuristic methods is that the optimization problem i
lowed to be formulated as a nonlinear or mixed integer prob
The user does not need much experience in providing the i
guesses for solving nonlinear problems. This is the major d
ence between the heuristic algorithm and the traditional app
such as Newton’s method and/or GRG2. The main advanta
using the heuristic algorithm is that it can solve the problem
arbitrary initial guesses and may give optimal results without
rules. Two heuristic methodologies, GA and SA, will be adop
in this study for the optimal determination of the concentratio
THMs.

GA was developed by Holland~1975! in the 1950s and 1960
Darwin’s theory of evolution is the basic concept of GA. Usin
population of guesses in GA to solve the optimization prob
significantly differs from those solvers using a single guess.
main idea is that the genetic information of a good solu
spreads over the entire population. Thus, the best solution c
obtained by thoroughly combining the “chromosomes” in

population. Selection, crossover, mutation, and reproduction are

JOURNAL O

J. Comput. Civ. Eng. 20
t

the essential operators in GA. The selection operator picks u
relative fitter strings according to their objective function val
Then the newborn trial solutions are generated from the re
fitter string with the crossover operator. Avoiding the trial solu
trapped in a local region is the main idea behind the mut
operator.

In recent years, GA has been applied in a variety of fie
McKinney and Lin~1994! presented a groundwater managem
model using GA. Lippai et al.~1999! performed robust analys
and optimization of a water distribution network based on
based optimizers withWin-Pipes.EXE, a Windows program bas
on the EPANETsource code. They applied this method on
New York City Water Supply Tunnel problem and the res
obtained meet the multiple goals of a reliable, low-cost w
distribution system, and also satisfy the maximum hour dem
and fire flow demands. Gupta et al.~1999! presented a methodo
ogy for minimizing the cost of a pipe network using GA. T
solution set obtained from GA and nonlinear programming~NLP!
techniques for several medium size networks showed tha
provided a better solution in general, in comparison with
obtained with NLP techniques. GA is a general stochastic e
tionary algorithm with a wide range of applicability to optimi
tion problems with good performance~Coley 1999; Pham an
Karaboga 2000!. Gwo ~2001! used a simple GA to search
preferential flow in a structured porous media. The result sho
that GA can invert the correct pictures of simple fracture
works.

Another heuristic method employed in this study is SA.
tropolis et al.~1953! first applied SA in a two-dimensional rigi
sphere system. Kirkpatrick et al.~1983! demonstrated th
strengths of SA by solving large-scale combinatorial optimiza
problems. SA is a random search algorithm that allows, at le
theory or in probability, to obtain the global optimum of a fu
tion in any given domain~Aarts and Korst 1989!. One of the
advantages of SA is its ability to use a descent strategy w
allows random ascent moves to avoid possible traps in a
optimum. Ease of implementation is another advantage of
Goffe et al. ~1994! presented the results of global optimizat
stochastic functions with SA. Cunha and Sousa~1999! used SA to
minimize the costs of a water distribution network. Pham
Karaboga~2000! demonstrated that SA can be applied for a w
range of optimization applications. Domer et al.~2003! applied
SA to control the quasi-static displacement of a tensegrity s
ture with multiple objectives and interdependent actuator eff
Their results suggest that SA provide a rapid convergenc
“good” solutions.

These two heuristic approaches could obtain the global
mal solutions. However, when the problem or the solution s
is fairly complicated, heuristic approaches may have the prob
of taking much computing time and effort to solve the optim
tion problem. Differing from the gradient type approach, the
ristic approaches should generate the trial solutions in the s
fied solution space. In addition, all the trial solutions req
calculating the objective function values even though those
tions are incorrect. Besides, Youssef et al.~2001! pointed out tha
if excess population size and/or maximum evolutionary gen
tion were specified, GA also took much time and effort to ob
global optimum solutions. Similar to SA, the local optimum
lution would be obtained if the initial temperature given was
low. On the other hand, if a higher initial temperature was gi

more time would be consumed for using SA.
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Methodology

In this section, the kinetics of THM and THM species, GA,
SA are described separately. An exhaustive description to s
late the THM formation and formulate the objective function
given first. The detailed general idea and algorithm of GA and
are also presented.

Kinetics of Trihalomethane and Trihalomethane
Species

THM compounds are commonly developed in chlorinated w
containing organic precursors, such as humic and fulvic a
Total trihalomethane~TTHM! is known to increase with tim
however, information about the reaction mechanism of THM
its species is still limited.

Trihalomethane Simulation
Let fTHM0g, fTHM1g, fTHM2g, and fTHM3g be the molar con
centrations of the four THM species: Chloroform, bromodic
romethane, dibromochloromethane, and bromoform, respect
The following equation describes the species mass balance

fTHM0g + fTHM1g + fTHM2g + fTHM3g = fTTHMg s1d

The TTHM formation rate is assumed to be equal to the c
rine consumption rate in a differential equation form. The de
of total residual chlorine modeled using a first-order decay r
tion relationship is

dfCl−g
dt

= − KclfCl−g s2d

where fCl−g=chlorine concentration andKcl=chlorine reaction
rate coefficient. Thus, the TTHM formation rate may be writte

dfTTHMg
dt

= − F
dfCl−g

dt
= FKclfCl−g s3d

whereF=linear proportionality constant between TTHM form
tion and chlorine decay and@TTHM#5molar concentration o
TTHM. Eq. ~3! can be expressed in the difference form as

fTTHMgst+Dtd = fTTHMgt − FsfClst+Dtd
− g − fClt

−gd s4d

whereDt=time difference.
Bromoform is assumed to be dependent on temperature.

moform formation is therefore modeled using a limited first-o
growth relation~Montgomery Watson 1993!:

fBrt
−g = hfBru

−g − fBr0
−gjs1 − e−kbtd s5d

wherekb=bromoform reaction rate coefficient andfBrt
−g, fBr0

−g,
and fBru

−g=respectively, the bromoform mass concentrat
smg/Ld at time t, 0, and`. Note thatfBru

−g, the ultimate growing
concentration of bromoform, has a similar physical meanin
the coefficientF.

Objective Function
Gould et al.~1981! defined BIF as

BIF =
oN=0

N=3NfTHMNg

oN=0
N=3fTHMNg

s6d

whereN=number of bromine atoms in the THM compoundN

=0 for chloroform andN=3 for bromoform. Thus BIF ranges

250 / JOURNAL OF COMPUTING IN CIVIL ENGINEERING © ASCE / JULY

J. Comput. Civ. Eng. 20
between zero and three, based on the molar concentration o
minated species in the TTHM.

The bromine distribution factor, introduced to simplify E
~1! and ~6!, is defined as

SN =
fTHMNg
fTTHMg

sN = 0,1,2, or 3d s7d

Thus, Eqs.~1! and ~6! can be rewritten as

S0 + S1 + S2 + S3 = 1 s8d

and

BIF = S1 + 2S2 + 3S3 s9d

The measured THM species concentrations indicate that th
lowing relationships hold~Elshorbagy 2000!:

S0 ù S1, S2 ù S3 s10d

Note that @TTHM# and fTHM3g can be calculated based
Eqs. ~4! and ~5!, respectively. These three unknown concen
tions, fTHM0g, fTHM1g, andfTHM2g, can be solved by Eqs.~8!
and ~9! while being subject to the constraint of Eq.~10!. The
formulation of Eq.~9! as an optimization problem is

MinfS1 + 2S2 + 3S3 − BIFg2 s11d

subject to the constraints represented by Eqs.~8! and ~10!.
Employing the Lagrange multiplier theory~Hillier and

Lieberman 1990!, Eqs.~8! and ~9! may be expressed as

MinfS1 + 2S2 + 3S3 − BIFg2 + lf1 − S0 + S1 + S2 + S3g2 s12d

wherel=Lagrange multiplier. It is also known as a penalty fa
since the second term is simply a penalty term in the obje
function. Additionally, Eq.~12! should be subjected to the co
straint of Eq.~10!.

Genetic Algorithm

Genetic algorithm is an optimization algorithm inspired by b
natural selection and natural genetics~Holland 1975!. Based on
Darwin’s theory of evolution, the better filial generation in G
will survive and generate the next generation. Naturally, the
generation will have better presentation to get with the condit
The method can be applied to an extremely wide range of
mization problems. Rather than starting from a single point w
the search space, GA initiates a population of guesses. A gro
initial guesses is required at the start of GA optimization. A c
mon way of generating the initial population of guesses is to
a random number generator.

Four major steps such as encoding, selection, crossove
mutation, are required in GA. In the encoding step, the in
guess of each unknown is converted to binary strings, called
strings, of lengthl i. The summation of each substring length is
total string lengthL. It should be noted that, an increasing num
of GAs use “real-valued” encoding as the data structure o
problem~Pham and Karaboga 2000!. Each string can be viewe
as a simple data structure.

Based on an initial population of guesses, selection, cross
and mutation operations are started. The aim of the selection
cedure is to reproduce more copies of individuals whose fi
values are higher than those with lower fitness values. P
individuals are weeded out and better performing individ
have a greater than average chance of promoting the inform

they contain within the next generation.
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The selection mechanism is applied twice in order to sel
pair of individuals to undergo, or not to undergo, crossover.
crossover operator is considered the one that makes the GA
from other algorithms. Crossover is used to create two new
viduals~children! from the two existing individuals~parents!. The
pair of individuals selected undergo crossover with a probab
Pc. Typical values ofPc range from 0.4 to 0.9~Coley 1999!. In
general, four kinds of crossover methods such as one-point c
over, two-point crossover, homogeneous crossover, and sc
theorem, are favored~Coley 1999!.

Mutation is used to randomly change the value of a singl
or multiple bits within an individual string with a specified r
Pm, the probability of mutation. Coley~1999! also suggeste
using 1/L or 0.001 as the probability of mutation. Fig. 1 sho
the flowchart for the GA approach. After selecting the in
guesses, the trial solution, determined by the optimal fitness
tion value, will proceed to the crossover step. In addition to
crossover step, each bit in the newborn trial solution, the b
string, will be mutated depending on the mutation probab
The algorithm will be terminated when the solution or the num
of iterations satisfies the stopping criteria.

Simulated Annealing

The concept of SA is based on an analogy with the phy
annealing process. In the beginning of the process, the tem
ture is increased to enhance the molecular mobility. Next
temperature is slowly decreased to allow the molecules to
crystalline structures. When the temperature is high, the
ecules have a high level of activity and the crystalline config
tions assume a variety of forms. If the temperature is low
properly, the crystalline configuration is in the most stable s

Fig. 1. Flowchart of genetic algorithm
thus, the minimum energy level may be naturally reached.

JOURNAL O

J. Comput. Civ. Eng. 20
At a given temperature, the probability distribution of the s
tem energy is determined by the Boltzman probability~Pham and
Karaboga 2000!:

PsEd ~ exps− E/kTd s13d

where E5system energy; k5Boltzmann’s constan
T5temperature; andPsEd5occurrence probability. There exist
small probability that the system may have high energy ev
low temperature. Therefore, the statistical distribution of ene
allows the system to escape from a local minimum energy. T
the major reason why the solutions obtained from SA may
become trapped as a local optimum or result in a poor solu
The Boltzmann probability is applied in Metropolis’ criteri
~Kirkpatrick et al. 1983! to establish the probability distributio
function for the trial solution. The Metropolis’ criterion takes
place DE, the difference between the current solution and
solution ofE, andk being equal to one. The modified Boltzma
probability which represents the probability that the trial solu
will be accepted is given as

PsDEd = expsDE/Td s14d

As an iterative improvement method, an initial pointx is re-
quired to evaluate the objective function valuefsxd. Let x8 assume
the position as the neighbor ofx and its objective function valu
is fsx8d. In the minimization problem, iffsx8d is smaller thanfsxd,
then the trial solutionsx8d takes the place of the current optim
solutionsxd. If fsx8d is not smaller thanfsxd, then one has to te
Metropolis’s criteria and generate a new random numberD be-
tween zero and one. For solving minimization problems, the
tropolis’s criterion is given as~Metropolis et al. 1953!:

PSAhacceptjj = 51 if fs jd ø fsid

expS fsid − fs jd
T

D if fs jd . fsid 6 s15d

where fsid and fs jd are, respectively, the function value whex
=xi andx=xj. xi andxj are, respectively, the current optimal
lution and neighborhood trial solution ofx. Here T, a contro
parameter, is usually the current temperature. For solving
maximization problem, Metropolis’s criterion is expressed as

PSAhacceptjj = 51 if fs jd . fsid

expS fs jd − fsid
T

D if fs jd ø fsid 6 s16d

Fig. 2 displays the SA algorithm approach. The first step in
is to initialize a solution and set the initial solution to equal
current optimal solution. The second step is to update the cu
optimal solution, if the trial solution generated from the ini
solution within the boundary is better than the current opt
solution; otherwise, continue generating trial solutions until
algorithm satisfies the temperature decrease criterion. The
rithm will be terminated when SA obtains the optimal solution
the obtained solution satisfies the stopping criteria. In genera
stopping criteria are defined to check whether the temperatu
the iteration number reaches the specified value or not.

Two modifications to the SA approach are introduced in
study to ensure that the solutions obtained from SA are the
mum solutions. In the first modification, the Metropolis criter

is expressed as
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PSAhacceptjj = 51 if fs jd ø fsid

expFS fsid − fs jd
fs jd

D/TG if fs jd . fsid 6
s17d

This modified criterion is different from the general Metrop
criterion as mentioned previously. In Eq.~17!, the increment be
tween the current best solution and the neighborhood trial
tion is divided not only by parameterT, but also by the neighbo
hood trial solution. After the temperature decreases several t
any acceptance probability obtained from the modified Metro
criterion will be smaller than that obtained from the general
tropolis criterion. The best solution obtained from the modi
Metropolis criterion will converge much faster than that using
general Metropolis criterion because unfavorable solutions
not be accepted in the algorithm.

The second modification is to adjust the searching num
with a factorb for decreasing temperature. In general,b is given
as 1.1 ~Cunha and Sousa 1999!. Due to an increasing of th
searching number, more trial solutions will be created and a m
higher possibility will be achieved to obtain the optimal solut
In addition, Fig. 3 shows a brief schematic explaining how
apply GA and/or SA coupled with the kinetics of THM and TH
species to forecast the THM species concentrations, and p

Fig. 2. Flowchart of simulated annealing@adapted from Pham an
Karaboga~2000!#
dure is given in the following steps:

252 / JOURNAL OF COMPUTING IN CIVIL ENGINEERING © ASCE / JULY
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1. Initialize the initial guesses and the BIF value obtained f
prior experimental results.

2. Calculate the TTHM and THM3 concentrations based
Eqs.~4! and ~5!.

3. Apply GA or SA to analyze the THM0, THM1, and THM2

concentrations. Note that the algorithmic parameters in
or SA need to be specified in this step.

4. Check the obtained results. If the trial solutions do not sa
the stopping criterion, go back to Step 3 to keep on gen
ing the possible solutions. Otherwise, the algorithm is te
nated.

Case Study and Results

The finished water system in Alain, United Arab Emira
~Elshorbagy 2000! was chosen as the study case for this ex
ment. Water was injected with chlorine from the pumping sta
to maintain a residual level from 0.3 to 0.5 ppm prior to pump
into the Alain distribution system. The bromide levels in the
ished water ranged between 0.1 and 0.4 ppm. A prior exper
recorded the variation of parameters such as total organic c
and pH with time. The experimental results indicated that t
parameters are approximately constant with respect to
Based on the experimental results, BIF was also concluded
a constant. This assumption provides a basis for the develop
of the modeling approach.

In this study,Kcl, F, andkb were, respectively, taken as 0.0
0.706, and 0.121 1/h, and the concentrations offBr0g and fBrug
were, respectively, 2.6 and 8.2mg/L ~Elshorbagy 2000!. In the
GA approach, several parameters are needed to be assume
beginning. Each unknown was encoded into a 24-bit bi
string. Other parameters such as population size,Pc, andPm, were
given as 20, 0.6, and 1/L, i.e., 1 /72, respectively. After 5,00

Fig. 3. Schematic diagram of the forecasting procedure
generations, the GA approach was terminated.

2005

05.19:248-257.



eter-
ran-

andom
seeds
e one
s two
ed th

ble
ctor

creas
were

rching
turally
abil-
that
tem-
ll the
pera-
1–4.

n the
s than
was

he

day.

not
M

to be
r, the
re
2.

h

HM
tion
el,
es at
, and

ose of
ined
HM

show

s
for

each
erm
cen-
. In

t the
cu-
53,

HM
ulated
sum-

THM
bout
on-

the
re-

king
ma-
icate

and

and

D
ow

nl
oa

de
d 

fr
om

 a
sc

el
ib

ra
ry

.o
rg

 b
y 

N
at

io
na

l C
hi

ao
 T

un
g 

U
ni

ve
rs

ity
 o

n 
04

/2
6/

14
. C

op
yr

ig
ht

 A
SC

E
. F

or
 p

er
so

na
l u

se
 o

nl
y;

 a
ll 

ri
gh

ts
 r

es
er

ve
d.
When using the SA approach, four different cases for d
mining the THM concentrations were considered. Due to the
dom number generator needs two seeds to generate the r
number, Cases 1 and 2 employed different random number
for the SA. The random number seeds used in Case 1 wer
and two and in Case 2 were three and four, since SA require
seeds to generate a series of random numbers. Case 3 us
modified Metropolis criteria, Eq.~17!, and Case 4 used a varia
searching number, which increased with a multiplication fa
1.1 as the temperature is decreased.

In Case 3, the acceptance probability decreased with de
ing temperature. Thus the solutions obtained at the last step

Fig. 4. Temporal concentration distributions of the measured
estimated total trihalomethanes

Fig. 5. Temporal concentration distributions of the measured
estimated bromoform
JOURNAL O
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better than those of the previous steps. In Case 4, the sea
number increased upon decreasing the temperature and na
resulted in increasing the number of trial solutions. The prob
ity of obtaining the global optimum was then increased. Note
all parameters such as reducing temperature factor, initial
perature, initial guesses, and error tolerance were kept a
same in Cases 1–4. The initial temperature and reducing tem
ture factor were, respectively, taken as 5 and 0.8 in Cases
The algorithm was terminated when the difference betwee
current best solution and last step best solution became les
10−6 in 12 iterations. After 1,200 iterations, the temperature
decreased in Cases 1–3.

The calculated concentrations of TTHM from Eq.~4! and
THM3 from Eq. ~5! are given in Figs. 4 and 5, respectively. T
concentrations of THM0, THM1, and THM2 were obtained from
experiment and simulations at different times throughout one
The temporal concentration distributions of THM0, THM1, and
THM2 listed in Table 1 show that the calculated values are
significantly different from the measured ones. Also, the TH0
concentrations obtained from heuristic methods are shown
very close to the experimental and GRG2 values. Howeve
concentrations of THM1 and THM2 obtained from GA and SA a
slightly different than compared to those obtained from GRG

Note that the measured values ofS1 andS3 at 8, 12, and 20
listed in Table 2 do not satisfy the constraint of Eq.~10!. This may
be the major reason why the calculated concentrations of T2
and THM3 differ from the measured ones. The objective func
values of Eq.~12! versus time obtained from the GRG2 mod
GA, and SA are demonstrated in Table 3. Note that the valu
different times for SA Cases 1, 2, and 3 are roughly the same
the values obtained from SA Case 4 are much better than th
the GRG2 model. Although the objective function values obta
from GA are not better than those obtained from GRG2, the T
species concentrations obtained from GRG2 and GA do not
a significant difference.

Fig. 6 exhibits the THM1, THM2, and THM3 concentration
obtained from SA while employing values of 0.1, 1, and 10
the Lagrange multiplier. The estimated concentrations for
species are not significantly different, implying that the first t
of Eq. ~12! dominates the calculation. In this study, the con
trations of THM species are estimated with a constant BIF
reality, the values of BIF can be calculated using Eq.~6! with the
measured concentrations of the THM species, indicating tha
calculated BIF slightly varied with time. The BIF values cal
lated from Eq.~6! at 0, 4, 8, 12, 20, and 24 h are 0.7303, 0.74
0.7309, 0.7287, 0.723, and 0.7526, respectively~Elshorbagy
2000!. However, Fig. 7 indicates that the four estimated T
concentrations based on the average BIF value and the calc
BIF values do not show a considerable difference. Thus, as
ing that BIF is a constant is reasonable and practical in the
estimations. Note that the maximum computing time is a
6.83 s for SA and 7.27 s for GA when simulating the THM c
centrations on a personal computer with Intel PIII-800 CPU.

Conclusions and Future Study

Chlorination is a commonly used method for disinfection in
water distribution system. The purpose of disinfection is to
move the water-borne disease for providing healthy drin
water. However, chlorine reacts with the organic or inorganic
terials to produce THM. In recent years, some studies ind

that the THM species are the carcinogens.
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Table 1. Measured and Modeled Values for ChloroformsTHM0d, BromodichloromethanesTHM1d, and DibromochloromethanesTHM2d Species Con
centrations~ppb! at Different Times

Time ~h!

Method 0 4 8 12 20 24

~a! THM0

Experiment 7.4 14.2 16.2 21.2 20.4 19.4

GRG2 8.35 12.56 15.73 18.08 21.11 22.07

GA 8.26 12.26 15.51 18.12 21.04 21.48

SA Case 1 7.30 12.11 15.62 17.64 20.18 20.61

SA Case 2 7.49 12.44 15.20 17.49 19.88 21.32

SA Case 3 7.18 12.03 15.52 17.45 19.93 20.87

SA Case 4 7.86 12.49 15.38 17.98 20.96 21.97

~b! THM1

Experiment 4.4 4.6 3.4 3.6 3.2 9.6

GRG2 1.69 3.08 3.94 4.56 5.43 5.73

GA 1.69 3.90 4.54 4.48 5.82 7.40

SA Case 1 4.58 4.30 4.25 5.79 8.02 9.72

SA Case 2 4.05 3.41 5.36 6.21 8.81 7.79

SA Case 3 4.89 4.52 4.52 6.33 8.65 9.03

SA Case 4 3.05 3.28 4.87 4.83 5.86 5.98

~c! THM2

Experiment 2.4 7 6.8 9.6 7.2 6.4

GRG2 4.19 4.93 5.96 6.99 8.63 9.24

GA 4.33 4.40 5.55 7.05 8.27 8.12

SA Case 1 2.37 4.15 5.77 6.19 6.96 6.70

SA Case 2 2.69 4.71 5.08 5.91 6.48 7.92

SA Case 3 2.16 4.02 5.58 5.87 6.61 7.14

SA Case 4 3.33 4.80 5.39 6.81 8.35 9.09
Note: GRG25generalized reduced gradient method; GA5genetic algorithm; and SA5simulated annealing .

47

73

88

93
Table 2. Measured Bromine Distribution Factor~BDF! at Different Times

Measured BDF

Time ~h!

0 4 8 12 20 24

S0 0.5599 0.6004 0.6398 0.6475 0.6635 0.57

S1 0.2427 0.1418 0.0979 0.0802 0.0759 0.20

S2 0.1042 0.1698 0.1541 0.1682 0.1343 0.10

S3 0.0930 0.0880 0.1083 0.1040 0.1261 0.10
Table 3. Temporal Values of the Objective Function Calculated Based on Eq.~12!

Methods

Time ~h!

0 4 8 12 20 24

GRG2 2310−8 2310−8 3.1310−5 5310−8 5310−8 5310−8

GA 1.4310−4 1.7310−7 1.9310−6 8.5310−7 1.2310−5 2.9310−6

SA Case 1 1.6310−8 3.9310−8 7.2310−11 2.1310−8 2.9310−7 7.6310−9

SA Case 2 3.8310−8 2.4310−8 8.0310−7 5.9310−7 8.3310−9 1.6310−11

SA Case 3 4.1310−11 9.6310−8 1.2310−7 7.9310−7 9.9310−7 3.8310−9

SA Case 4 3.3310−10 4.8310−8 9.2310−7 1.6310−11 8.1310−11 1.6310−7
Note: GRG2=generalized reduced gradient method; GA=genetic algorithm; and SA=simulated annealing.
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Fig. 6. ~a! Chloroform concentration;~b! bromodichloromethan
concentration; and~c! dibromochloromethane concentration obtai
from simulated annealing when different values of the Lagrange
tipliers are employed
JOURNAL O

J. Comput. Civ. Eng. 20
Fig. 7. Three trihalomethane species concentration calculated
on average bromine incorporation factor~BIF! and estimated calc
lated BIF. ~a! Temporal concentration of chloroform concentrat
~b! temporal concentration of bromodichloromethane con
tration; and ~c! temporal concentration of dibromochlorometh
concentration
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Heuristic methods, developed very rapidly in recent years
wildly employed in the research field. Both GA and SA were u
to calculate the concentrations of THM species in desalin
water. The control parameters in the kinetics of THM specie
the chlorine demand–@TTHM# growth coefficient, the bromofor
reaction rate coefficient, and the average representative br
incorporation. The present approach incorporates necessar
straints, such as the bromine distribution factor and BIF facto
the optimization formulation as a means of better represent
of the site-specific water quality characteristics.

The heuristic approaches of GA, general SA, and two mod
SAs are employed to solve this optimization problem. These
proaches have the merit of arbitrarily choosing the initial g
and, still, can obtain reasonably good results. The calculated
centrations of THM species by GA and SA differed from
measured values, yet those results satisfied the constraints
species mass balance and are in close agreement with tho
sults obtained from GRG2.

In this study, the objective function values obtained from
are slightly inferior to those of GRG2. Yet, the calculated T
species concentrations obtained from GA do not differ sig
cantly from GRG2. In Cases 1 and 2 of the SA approach,
results obtained from SA were about the same order of magn
as those of GRG2. However, some values were better than
of GRG2. In Case 4, SA provides better results than thos
GRG2 in terms of the objective function values. This indic
that increasing the searching number with decreasing tempe
may yield better results.

The approach of using GA or SA coupled with the THM f
mation kinetic equations might provide a useful tool for analy
the concentration of THMs and facilitate the ability of water q
ity management.

For problems where traditional approaches, such as gra
type solvers or programming techniques, fail to obtain the opt
solution, the heuristic approaches might be an alternative.
future study for forecasting the quality of drinking water mi
include developing an online monitoring system to assure
safety of water usage. In addition, applying the heuristic
proaches to identify the model parameters is also one of ou
going researches.
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Notation

The following symbols are used in this paper:
BIF 5 bromine incorporation factor;

E 5 system energy;
F 5 linear proportionality constant between total

trihalomethane and chlorine;
Kb 5 bromoform reaction rate coefficient;
Kcl 5 chlorine reaction rate coefficient;

k 5 Boltzmann’s constant;
L 5 total string length;
l i 5 substring length;

Pc 5 crossover probability;

Pm 5 mutation probability;

256 / JOURNAL OF COMPUTING IN CIVIL ENGINEERING © ASCE / JULY
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PSA 5 acceptance probability that when the trial
solution doesn’t better than the current
best solution;

PsEd 5 occurrence probability when the system and
temperature areE andT, respectively;

S0,S1,S2,S3 5 bromine distribution factors of chloroform,
bromodichloromethane, dibromochlorometha
and bromoform, respectively;

T 5 temperature;
fxg 5 x species concentration; and

l 5 Lagrange multiplier.
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