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DISCUSSIONS AND CLOSURES

Lamb’s solution requires that vorticity vanish everywhere—

D!SCUSS'_On of “Hydmdynam'c Load!ng on namely, it is predicated on the existence of an inviscid flow do-

River Bridges” by Stefano Malavasi and main. On the other hand, it is well known that inviscid flow

Alberto Guadagnini theory usually leads to acceptable approximations of viscous
flows provided vorticity is confined to discrete points or thin

November 2003, Vol. 129, No. 11, pp. 854-861. h hall his h hesis | d i h
DOI: 10.1061(ASCE)0733-942¢2003129:11854) sheets (Marshall 2001. This hypothesis is supported in the

present case by the experiments reported by Sheridan et al.
(1997. They found that flow past a circular cylinder beneath a
free surface leads to near wake structures dominated by discrete
vorticity layers whose pattern varies with the cylinder Froude
number and submergence. Fig. 2 reproduces two of the wake
states examined by Sheridan et al. for a submergence value of
The authors have made a very useful contribution to the under-2°=0.9. AtF,=0.60 a mixing layer forms from the bottom of the
standing of hydrodynamic forces acting on submerged bridge cylinder and a jet-like flow separates from the top of the cylinder
decks approximated as rectangular cylinders. Based on their ex-and remains attached to the free surface which exhibits a nearly
perimental findings and dimensional analysis, they provided rela- periodic stationary wave of diminishing amplitud€ig. 2(a)].
tionships relating hydrodynamic loading coefficients to deck- When the Froude number increasesHe0.97, the jet-like flow
Froude number and geometric-similarity parameters. In particular, separates from the free surface and is deflected downwards, merg-
an explicit form of the functional relationship between these pa- ing with the lower mixing layefFig. 2(b)]. All the wake states
rameters and the overall drag coefficient was developed fromexamined by Sheridan et @997 contain substantial regions of
linear-momentum conservation considerations. This discussion isifrotational flow surrounding the mixing layers. This fact lends
intended to supplement the authors’ contribution by a closer ex- €nough validity to Lamb's inviscid solution, and although he in-
amination of the behavior of drag loading when the circular cyl- troduced the approximation>D to arrive at his results while
inders interact with the free surface. As pointed out by the au- <D in Fig. 2, the similarity between the free-surface shapes dis-
thors, results obtained for circular cylinders are not directly played in Figs. 1 and 2 is significant. It is further noted that
applicable to rectangular bridge decks. Nevertheless, the follow- inviscid theory cannot predict the onset of flow separation from
ing analysis is useful in that it reveals the intrinsic wave-origin of the free surface that leads to the positive vorticity in the recircu-
that interaction, and highlights an alternate hydrodynamic path for lation region between the jet and the free surfge. 2(b)].
arriving at the same parametric relationship developed by the Thus, the downstream free-surface profile displayed in Fig. 1
authors. should be related to the flow separation boundary, approximated
A horizontal cylinder positioned beneath a free surface createsby the dashed line in Fig.(B).
differences in the water-surface level around the body resulting in
the formation of standing surface deformations. Lait®45 pre-
sented the first analysis of this phenomenon for the case of a
two-dimensional, circular, stationary cylinder beneath the free
surface of a steady, uniform, potential flow. He assumed the ex-
istence of an irrotationajpotentia) flow around a circular cylin-
der with diameteiD <z, wherez is the distance from the cylin-
der's axis to the undisturbed free surface. The free-surface
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passing through the cylinder’s axis ani time, as developed by
Lamb and normalized by the discusser, is given by

nO:EW—[rnFrzexq—Z°/4Fr2)S|n(x°/4Fr2)]8X(x—0*) D N
(1)
Flow—»
where xX°=x/D, m°=n/D, Z’=z/D=cylinder submergenceF, . -6 - -
:U/\fﬁ:cylinder Froude numbert)=velocity of the undis- -4 -2 0 2 4 6
turbed uniform flow; g=gravitational accelerationd,={0;1:x x°

=0;>0}=Kronecker-delta definition; and*@enotes the positive

domain of thex-axis. Eq.(1) shows that there is a local free- Fig. 1. Normalized free-surface shapes produced in a steady,
surface disturbance immediately upstream of the cylinder, fol- uniform, inviscid flow by a submerged cylinder normal to the stream,
lowed by a wave train that remains stationary with respect to the after Lamb(1945. (A) F,=0.50,2/D=1.0; (B) F,=1.0,2/D=1.0.
cylinder and decreases in amplitude and wavelength as the param?ne dimensiong andD shown in the figure are not at scale and are
eter’/4F 2 increases an#, decreases, respectivelfig. 1). shown for illustrative purposes only.
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Fig. 3. Variation of wave-drag coefficient with cylinder Froude
number and submergence. The markers represent data measured by

Fig. 2. Instantaneous free-surface shapes and vorticity fields aroundt_he authors f_or(_A) F,=O.2_6; (B) Fr=0.44; and(C) F;=0.70. The
lines are variations predicted by E4). for (D) F,=0.26; (E) F,

a submerged cylinder obtained by varying the cylinder Froude

number at constant submergence. \orticity fields were measured:0'44; and(F) F,=0.70.
using laser-scanning particle-image velocimetry. The cylinder is
represented by the solid gray circle; thick contours denote positive
vorticity and thin contours are negative vorticifadapted from
Sheridan et al. 1997 (A) F,=0.60,z/D=0.9; (B) F,=0.97, z/D
=0.9. The dashed white line roughly separates the jet-like structure
emanating from the top of the cylinder and the recirculating zone
above it.

creases exponentially as submergence decreases, vanidhes at
=0, and decreases rapidly ff> 1. Fig. 3 compares wave-drag
coefficients computed with Ed4) with values ofC,, obtained
from the authors’ data, which they kindly made available to the
discusser. To this end, the wave-drag coefficient was computed by
A consequence of the foregoing mechanistic comparison, andsubtracting from the measured total-drag coefficients the drag co-
the stated inviscid flow approximation notwithstanding, is that e€fficient for rectangular cylinders submerged in unbounded flows,
Lamb’s analysis can be expected to provide adequate insight oni-€., Cy=Cp—1.30(Blevins 1984.
the dynamic interaction between the body and the free surface. He  The parametric behavior predicted by E4) compares quali-
arrived at an expression for the wave-drag fortg, per unit tatively well with the trends displayed by the measured coeffi-
length of cylinder that can be reduced to the following dimension- cients. Previous work by Wallerstein et 2002 encountered a

less form: similar dependence of the wave drag for circular cylinders of
finite length on Froude number and submergence. Fig. 3 shows

A _ T exp(— 2%/2F?) 2) that the only major departures between the theoretical and ob-
gpymD? 16 ' served drag values occur for Froude numbers greater than 0.50,

wherep,, represents the density of water. This force is the result where the theory predicts a reverse in drag changes near the sur-

of the pressure distributions within the inviscid flow domain, and face that is not reflected by the measurements, andz{ob,
does not account for the additional drag induced by energy dissi-Where the theory does not apply. However, the overall congruence

pation within the shear layers of the near wake region. This force ©f the functional forms yielded by both data and E4) for z
can be also expressed in the standard form: >D prompts the discusser to conclude that the variations of hy-

drodynamic drag loading recorded by the authors within the range
3) 1<z/D <6 is most likely dominated by the wave-drag phenom-
2 enon predicted by Lamkl945. This conclusion is expected to
) o ~ hold as long as drag is not influenced by other parameters, such as
whereC,, denotes the cylinder's wave-drag coefficient. Combin- e cylinder Reynolds number, its proximity to the channel bed,

ing Egs.(2) and (3) yields and its orientation with respect to the approaching fléonso
2 2004).
Cu= 3_2Fr_6 exp(— 2%/2F?) (4) Lamb (1945 indicated that his analysis for circular cylinders

could be adapted to the case where the section of the cylinder has
This relationship shows that wave-drag depends on cylinder any arbitrary shape. The discusser is not aware whether this state-

Froude number and submergence, a result similar to(Bcde- ment has been pursued elsewhere; if not, hydrodynamicists
rived by the authors for global drag from dimensional analysis should be encouraged to extend Lamb’s analysis to the case of
considerations. It is also seen from Hg) that wave drag in- rectangular cylinders studied by the authors.
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section

The authors have obtained force and moment coefficients as
functions ofh" for constant values of the deck Froude number,
F.=V,/(g9"? whereas the discussers obtained these coefficients
as functions of the flow Froude numbdt, Unfortunately, the

D!SCUSS'_O” Of” Hydmdynam'c Load!ng on ratio between the two Froude numbers varies nonlinearly Wiith

River Bridges by_ S_tefano Malavasi and and it is not possible to make a direct comparison between the
Alberto Guadagnini results. Nevertheless, a general comparison can be made. The
November 2003, Vol. 129, No. 11, pp. 854—861. discussers’ most extensive studies were done for a prestressed

DOI: 10.1061(ASCE)0733-94282003129:11854) concrete girder bridge, shown in Fig. 1. The ratio of length of
cross section to overall height is 4. Some of the results for drag

coefficient,Cp, and lift coefficient,C,, are given in Figs. 2 and 3.
!Manager Victoria, WBM Oceanics Australia, P.O. Box 604, Collins St. The magnitudt? oF in 'these tests was 0.2. The nearest Cpnditions
West, Vic 8007, Australia. E-mail: majempson@wbmpl.com.au in the authors” experiments are those féy=0.44, for whichF
2Professor Emeritus, Dept. of Civil Engineering, Univ. of Queensland, fanges from 0.24 @' =1 to 0.19 ah =3, and the authors’ results
Brisbane QId 4072, Australia. E-mail: c.apelt@ug.edu.au for these conditions are included in Figs. 2 and 3 for comparison
(these have been copied from the authors’ Figs. 2 and'ge
authors’ experiments were all done with the proximity rafb,
The authors state their intention to compare their results for a constant at 2.33, while those of the discussers were mostly for
bridge deck modeled as a cylinder of rectangular cross sectionP,=3.45. The results obtained by the discusser®,atalues of
with those in the literature on girder bridges. The discussers have2.4 and 1.4 are included in Figs. 2 and 3. These illustrate the
carried out laboratory studies to determine hydrodynamic loads general result thaEp increases aB, decreases, all else being the
on models of eight types of real bridge decks. These were two same.
variations of prestressed concrete girder bridges, a steel girder Taking account of the differences in the deck shapes and in the
bridge, a spread box beam bridge, an adjacent box beam bridge, @est conditions, the data in Figs. 2 and 3 for the girder bridge and
steel truss bridge, a prestressed concrete deck unit bridge, and éose for the rectangle show quite reasonable overall comparabil-
box girder bridge. Time-averaged drag, lift, and moment coeffi- ity, in general. The most obvious difference is that the sharp peak
cients were obtained for ranges of the Froude number of the flow,at h"=1.2 in the authors’ results fo€, is not present in the
F=V,/(ghy)*? of the submergence ratity; =(h,~hy)/s, and of writers’ data. In the latter, there is only a gradual maximum in the
the proximity ratio,P,=hy/s. The symbols here have the mean- vicinity of h"=2. This difference may be a consequence of the
ings given by the authors, i.€Y, is the upstream mean flow difference in shape. The model girder bridge had solid guardrails
velocity, g is gravity, h, is the upstream flow deptth, is the above the deck and girders below, and the shear layers separating
height above the stream bed of the underside of the decksand  from the upper and lower edges of these were large distances
the overall thickness of the deck. Many of the results are given in from the deck. In the case of the rectangular section tested by the
Jempson and Apelt1995, 1997, where the emphasis is on the
development of codes for use by bridge designers. The complete

Mark A. Jempson® and Colin J. Apelt®

sets of results are in Jemps@994, 2000. 5.0
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Fig. 3. Lift coefficients for prestressed concrete girder bridge deck
model, compared with authors’ results for deck with rectangular cross
Fig. 1. Prestressed concrete girder bridge dédkdel scale 1:25 section

Model dimensions are in milimetres.
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authors, the shear layers separated from the corners of the dec
and the sharp peaks f@y may be caused by interactions be-
tween these shear layers and the deck downstream.

The results obtained for moment coefficients have not been
compared, as moments were referred to different centers.

K
Closure to “Hydrodynamic Loading on

River Bridges” by Stefano Malavasi and
Alberto Guadagnini

November 2003, Vol. 129, No. 11, pp. 854-861.

The discussers are interested by the statement that the Federado). 10.1061(ASCE0433-94292003129:11854)

Highway Administration(FWHA) (1995 suggested a constant
value drag coefficient in the range 2 to 2.2, for use in design.
Austroads(1992 recommended a drag coefficient of 2.2 for de-

Stefano Malavasi' and Alberto Guadagnini®
assistant Professor, Dipt. Ingegneria Idraulica, Infrastrutture Viarie,

sign. This was based on research that had been carried out in  ampjentale, Rilevamento, Politecnico di Milano, Piazza Leonardo Da

Queensland by Apelt1986 and in a series of unpublished stud-

Vinci, 32, 20133 Milano, Italy. E-mail: stefano.malavasi@polimi.it

ies at the University of Queensland between 1986 and 1990. The?Professor, Dipt. Ingegneria Idraulica, Infrastrutture Viarie, Ambientale,

detailed studies by the writers referred to in this discussion were
carried out to obtain sufficient accurate data for better determina-
tion of design loads. The flood and debris design loads in the
Australian bridge design standafdS 20049 are based on this
data.

Notation

The following symbols are used in this discussion
Co drag coefficient;
C_ = lift coefficient;
F = Froude number of the flow;
Fs = deck Froude number;

g = gravity;
h, = height above the stream bed of the underside of the
bridge deck;
h, = upstream flow depth;
h" = (h,—hy)/s, the submergence ratio;
V, = upstream mean flow velocity; and
P, = hy/s, the proximity ratio.
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We appreciate the interest of the discussers in our work and thank
the discussers for their comments.

We agree with the motivations upon which Along$2005
bases his proposed extension of Lamb’s analysis to rectangular
cylinders. The rectangular and circular shapes lead to different
mechanisms governing the vortex shedding. The results provided
by Alonso (2009 contribute to interesting insights on the influ-
ence of the free surface on the hydrodynamic loading of the rect-
angular cylinder by means of an elegant analytical approach. Spe-
cifically, his Fig. 3 contrasts the wave drag coefficient calculated
by means of the Lamb analysis with the drag coefficient obtained
upon subtracting the drag coefficient of the unbounded condition,
Cp=1.3 (as suggested by Blevins 1984rom our experimental
values(which were measured under bounded conditiolmsorder
to fully understand the observed process, one should note that the
experimental data of Malavasi and Guadagr#i03 have been
collected for different blockage ratios. The blockage ratig,is
defined as the ratio between the frontal area of the bridge deck
that is impacted by the free surface stream and the total area of
the free-surface stream measured at the reference section up-
stream of the bridge. This implies that the data reported by
Alonso (2005 in his Fig. 3 can be considered as independent of

yb

Fig. 1. Blockage ratidy,,) versusz/s calculated for the experimental
data considered in Fig. 3 of the discussion
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bridge deck modeled by a rectangular cylinder with an aspect ratio e
1/s=3 (h"=5;Fs=0.44

Fig. 5.

v, only for low values of this parameter. Fig. 1 depicts the influ-

. . . 250
ence of the blockage ratio on the experimental data considered by 1 e =
Alonso (2005. It reveals that an increase in the blockage ratio 20.0 4
might cause the drag coefficient to increase. This feature has also . |
been reported by Okajima et dl1997 for symmetric bounded
flow. L 1001 ! ~*—Fr_=0.26 (Fr=0.09 + 0.15)
. . . oo ——Fr,=0.44 (Fr=0.15+0.29)
Two main points are ralseq_by Je.mpson and Civ04): (1)_ 5.0 —o—Fr’ =057 (Fr=027+0.31)
they state that the drag coefficie@, increases as the proximity ——Fr, = 0.70 (Fr=0.31+0.46)
ratio, Pr, decreases; af®) their experiments performed on girder 004 #ia, % ——Fr,=0.80 (Fr=0.37+0.53)
. I . — Buoyancy force
bridge deckdtheir Fig. 2 do not display a sharp peak f@y at 5.0 1 v
h'~1.2. 100
We do agree \,Nlth thelr assessme,nt of the d,ependerﬁg.Oh .-0.5 0.0 05 1.0 15 20 25 3.0 35 40 45 50 55 60 65
Pr. We are now in a position to actively contribute to their com- P
ment. Fig. 2 depicts the dependence of meas@gdn Pr for a
set of new experiments, recently performed using the same ex- Fig. 7.
perimental setup of Malavasi and Guadagr{2003 andh"=5,
Fs=0.44.

With regard to the second point, Jempson and AR&04)

state that the different behavior G might be due to the differ- asymptotic limit” should be deleted. Also, in the right column, the

ent deck shapes they analyze. It appears that the discussers base - PR .
. sentence starting on the twelfth row: “This appears more evident
their assessment on data that were measured for Froude numb

Sor the lift coefficient, which is much more sensitive to the asym-

F=0.2, and correspond to a range of deck Froude number . o o
’ : . . metric flow conditions than the drag coefficient” should be de-
0.3<Fg=<0.5(see Fig. 2 of the discussion of Jempson and Apet, g

2004. In this rangeF affects the drag coefficient values signifi- leted.
cantly, as shown by Malavasi and Guadag(2ti03, their Fig. 2
We also note that Fig. 3 of Malavasi and Guadag2@i03 re-
ports experimental valug®enson 1982; Tainsh 19p5at indi-
References
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Introduction
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Fig. 1. Generalized entrainment diagram

The authors have raised the important issue of bedload and sus-

pended load as functions of particle stten Fig. 5 they provide

experimental evidence to support previous data which indicate

that bedload will decrease from the nearly f@6%) to negligible

(5%) fraction of the total load as particle size decreases from

about 200um to 50 um. The data of Mantz1977 on the exten-

sion of the Shields curve using cohesionless particles finer than

50 wm are a useful adjunct to this analysis. In Fig. 5 one may
notionally include the 0% bedload cur(€ig. 1), whose exact

Th Tc
— =
pg(p—s—l)d pg(p—s—1>d

P P

Assuming for our purposk,/d=1, Eq.(4) becomes

b= (5

zo—d=""%(0-0d (6)
Qg

shape remains unknown but which can be expected to intersectNow we may conveniently také. to be associated with the

the Shields curve at 2@m, marking the onset of significant co-
hesion(Lee and Mehta, 1997Fig. 1 also provides a qualitative

Shields curve and to any of the bedload percent curvésg. 1).
For example, taking the zero percent curve, we observe from Eq.

understanding of the linkage between formulas for cohesionless(6) that the thickness of the bedload layer decreases with decreas-

and cohesivé<20 wm) sediment erosion fluxes. We will explore

this issue briefly by using concepts well known in sediment trans-

port.

Entrainment as a Function of Particle Size

The potential energy of a particle of diametérentrained at a
small heightz, above the bed is

a;8°g(ps = p)(Za ko) ()

where g=acceleration due to gravityps=particle density;p
=fluid density;ks=bed roughness; ang, =particle volume shape
factor. The shear work done to raise the particle s

oty ~ 7o)d 2

where t,=bed shear stress, =critical shear stress for erosion;
and a,=patrticle area shape factor. At equilibriuffor cohesion-
less sediment we may equate the above two quantities and ob-
tain

_ %2 (Tb_Tc)

== +kK 3
1 pg(p_5 _ 1)
P
which can be restated as
Zy _ X2 Ks
2=—209-0)+— 4
q 0Ll(ﬁ 0c) q (4)

In the above expression, the Shields parametand its critical
value 6. are given as
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ing d and becomes zero at=d=20 um.
The bed particle entrainment flw, is obtained from, for in-

stance, the formula
Tph~ Tc
ey

L )
Th TC)

Te

Qe =

1 +Va(

where C, =reference concentration aj, and vy, is a constant
(McLean 1985. A heuristic interpretation of Eq7) for cohesive
sediment is as follows. Fat=<20 um, z, is equal tod, andC

can be interpreted as the concentration of cohesive flocs that are
recently detached from the bed. So for a given bed der@;gy,
and, thereforewaCZa:M can be taken as constants. The quantity
v, scales with the settling velocity, which is on the order of
10“to 10° m/s for cohesive sediment. Moreover, the ratig
-1/, is of the order 10 to 1?. So we may assumeg,(T,
-1.)/7.<1 and Eq.(7) becomes

qe:M(LT‘"') (8)

Te

which was first obtained for cohesive sediment erosion by Kan-
diah (19749.
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models, called bend models by the authors, remedy this shortcom-
ing by supplementing the 2D flow model with a closure submodel
for the secondary flow. In the authors’ terminology, this closure
submodel provides the dispersion stresses to the 2D code. The
authors’ estimation of the range of validity of conventional 2D
models, which are commonly used in engineering practice by
comparing it to a bend model, is of engineering relevance.

The authors’ study is exclusively based on simulations of flow
in a 90° bend of constant curvature, preceded and followed by
straight reaches, and with rectangular cross section. Whereas the
choice of a single-bend configuration can be endorsed, the
discusser considers the rectangular cross section as irrelevant for
the purpose of the study. Hereafter, the fundamental difference
between the physics of curved flow in rectangular and natural-like
cross sections, and the implications for the numerical modeling of
curved flows are discussed.

The discusser has carried out experiments in a strongly curved
single-bend laboratory flume, which is 1.3 m wide and consists of
a 9-m long straight inflow, followed by a 193° bend with constant
centerline radius of curvature af,=1.7 m, and a 5-m long
straight outflow reach. The experimental setup and the hydraulic
conditions of the experiments are shown in Fig. 1. The first ex-
periment was carried out over a horizontal sand bed that was fixed

With the recent tendency to rehabilitate rivers, bends have Py spraying paint on it. The second experiment adopted similar
received increased attention. Flow and morphology in river bends hydraulic conditions over a mobile sand bed. Imposition of a
are largely determined by the secondary fldaiso called sediment discharge of 0.023 kg/ms lead to the pronounced bar-
spiral flow or helical flow, which is a characteristic feature that Pool bed topography shown in Fig. 1. For the horizontal-bed ex-
redistributes the velocity, the boundary shear stress, and the sediperiment, detailed three-dimensioneéD) flow measurements
ment transport. Contrary to three-dimensional numerical models, were carried out in the 13 cross sections along the flume indicated
conventional depth-averaged two-dimensiof@D) models are in Fig. 1. For the developed-bed experiment, the presented veloc-
intrinsically unable to account for the effects of the secondary ity distributions are obtained by means of simulations with a 3D
flow: all information concerning the vertical flow structure is standardk-e numerical model. Detailed velocity measurements
lost in the depth-averaging procedure. Quasi-three-dimensionalare being carried out and will soon be reported.
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bottom slope around the flume; and Table: hydraulic conditions
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Fig. 2. Distribution of the normalized depth-averaged downstream velagity, measured over horizontéleft) and simulated by means of
standard 3Ck-¢ model over naturafright) bed topography

Fig. 2 illustrates the fundamentally different distributions of the driving gravity term, h;'gdd(z,+d)/d&. Only the bend
the depth-averaged downstream velocity in both experiments.model, however, accounts for the dispersion stresses, included in
Upon entering the bend, the core of maximum velocity moves the effective stresse; (i,j=1,2). Blanckaert and Graf2004
toward the inner bank in both cases. Over the horizontal bed, it have shown that the dispersion stress contribution to the term
subsequently shifts gradually in outward direction, to reach the 4T;,/dn represents the dominant secondary flow effect with re-
outer bank only near the bend exit. Over the developed bed, thespect to the velocity redistribution.
core of maximum velocity has already crossed to the outer bank  Over a natural-like developed bed, the secondary flow and
at 60°, and subsequently remains there. the bed topography have a dominant influence on the velocity
Three major processes are responsible for these velocityredistribution and are of comparable magnit¢dehannesson and
(redistributions: Parker 1989 But the bed topography effects strengthen with
1. At the bend entry/exit, the sudden build-up/decay of the increasing curvature, whereas the secondary flow effect weakens,
superelevatioritransverse tilting of the water surfgague to which can be explained as follows: with increasing curvature,
the discontinuity in centerline curvature goes along with the transversal tilting of the bed increases, since it is roughly
pronounced downstream water surface slopes. These caus@roportional to the secondary flow strengt®lesen 198Y,
significant accelerations/decelerations at the inner/outer bendcausing a more pronounced outward skewing of the velocity
near the bend entry and inverse at the bend exit. distribution. Blanckaert and de Vrier{d003 have shown that the
2. The varying bed topography causes a redistribution of the secondary flow effect depends on the spanwise velocity distribu-
flow, since the velocity tends to be higher/lower in deeper/ tjon. It is maximum when the core of maximum velocity occurs
shallower parts of the bend. near the inner bank, and decreases when the core of maximum
3. Due to so-called differential advection, the secondary flow velocity shifts in an outward directiofcf. Fig. 5. Over a hori-
causes a gradual outward shift of the core of maximum zontal bed, however, the outward redistribution in the bend is
velocity. exclusively due to the secondary flow. Thus, conventional 2D
These three processes are clearly discernable in the depthmodels that do not account for the secondary flow may vyield
averaged downstream momentum E2).of the paper, which can  acceptable results for flow over developed bed topography in
be reduced for steady flow in a reference system with only a sharp bends, where the bed topography effect dominates over the

curvilinear downstream axi@Blanckaert and de Vriend 2003 secondary flow effect. Over a horizontal bed, however, conven-
- = [ tional 2D models will predict a fundamentally erroneous flow

1 - caV@+02=- 9doz,+d) (E@ + Jd@ + uLd) pattern, with the core of maximum velocity remaining near the

p hy & hy 9€ o hore inner bank all around the bend. Simulations of both experiments

1Ty 19Ty, 2 Top with a conventional 2D modéBlanckaert et al. 2003 shown in
+ ohe e T (1) Fig. 3, illustrate these findings.

Pt pom Pyt The authors’ results comply with the above remarks. They find
where h;=1+n/r. and h,=1. Both conventional 2D and bend maximum relative errors in the predicted velocity distribution of
models account for the first two processes, which are governed byMaxU" > 100% for bends of moderate curvatifégs. 1-3 in the
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Fig. 3. Distribution of the normalized depth-averaged downstream velogity, over horizontal(left) and natural(right) bed topography,
simulated by means of a conventional two-dimensional model
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Fig. 4. Distribution of the normalized depth-averaged downstream velogity, over horizontal(left) and natural(right) bed topography,
simulated by means of a bend model

papej. For the discusser’s sharp-bend experiments, characterizedactorl/1,, shown in Fig. 5, which represents the ratio of second-
by Slvalues of 1.Qhorizontal bedand 0.75developed bed the ary flow strength calculated with/without accounting for the feed-
authors indicate a relative error of Max~ 300% (Fig. 2 in the back effects.

papey. Moreover, they find that conventional 2D models are only ~ This correction factor uniquely depends on the so-called
suitable for a short range in the channel bend of de Vriend andbend parameter B=(C;)™%2"{H/r)%%as+1)°%5, where o
Koch (1977, which is very weakly curved. =(a0/om)/(G/r,) parametrizes the width-distribution of the down-

For the above reasons, the discusser believes that conventionadtream velocity. Note that the bend parameter encompasses the
2D models may eventually be useful for flow in sharp bends over relative strength of the secondary flo8l=(C;)*XH/r.) defined
developed bed topography, but are fundamentally unsuitable forpy the authors. Blanckaert et &2003 have obtained signifi-
curved flows over horizontal bed topography, which necessitate atcantly improved simulations of both presented experiments by
least a bend model. taking this correction factor into account.

Fig. 4 shows simulations of the discusser’s experiments by  The discusser would like to make two more remarks on the
means of a bend model, which is explained in detail by Blanck- authors’ modeling of the dispersion stresses:
aert et al.(2003. Contrary to the conventional 2D models, this 1.  The width-distribution of the dispersion stresses according to
model captures the outward shift of the core of maximum velocity Egs.(7)—9) does not adequately represent the effects of the
over the horizontal bed. For both configurations, the velocity re- secondary flow cell, as discussed by Blanck&2@01).
distribution by the secondary flow seems to be overestimated, andy.  The authors’ model neglects the inertial adaptation of the
this to the pOint that the bend model does not perform better than Secondary flow to curvature Changesl This leads to disconti-
the conventional 2D model for the developed bed dafeFigs. nuities in the dispersion stresses at the bend entrance and
2-4 of this discussion This observation suggests that conven- exit, and furthermore to their overestimation in the bend.
tional 2D models may yield acceptable results for sharply curved
flow over developed bed topography.

De Vriend(1981) has attributed the overestimation of second-
ary flow effects to the neglect of feedback between the down-
stream velocity and the secondary flow in the dispersion StreSSBlanckaert K.(200D. “Discussion of ‘Bend-flow simulation using 2D
model [Egs. (7)—(9)]. Experimental data by Blanckae(2001, P ’ ; - ,

2002 show that this overestimation can be as large as an order of depth-averaged model’ by H. C. Lien, et alJ: Hydraul. Eng,

. X 127(2), 167-170.
magnitude for sharp bends. Blanckaert and de Vri€2a03, Blanckaert, K.(2002. “Flow and turbulence in sharp open-channel

2004 have investigated the me(_:hanlsms underlying the second- bends.” PhD thesis Nr 2545, Ecole Polytechnique Fédérale Lausanne,
ary flow and proposed a dispersion stress model that accounts for  syjitzerland.
these feedback effects. Basically, it multiplies the dispersion Blanckaert, K., and de Vriend, H. 2003. “Nonlinear modeling of mean
stresses calculated according to EGB—(9) with the correction flow redistribution in curved open channeldVater Resour. Res.
39(12), 6-1-6-14.
Blanckaert, K., and de Vriend, H. J2004). “Secondary flow in sharp
1 open-channel bendsJ. Fluid Mech, 39, 353-380.
Blanckaert, K., Glasson, L., Jagers, H. R. A., and Sloff, C(2003.
8 A “Quasi-3D simulation of flow in sharp open-channel bends with hori-
: zontal and developed bed topography.” Proc., Int. Symp. Shallow
Flows, Vol. |, Technical Univ. of Delft, Delft, The Netherlands, 93—
100.
0.4 Y Blanckaert, K., and Graf, W. H2004). “Momentum transport in sharp
: open-channel bendsJ. Hydraul. Eng, 130(3), 186—198.
0.2 iy de Vriend, H. J(1981). “Steady flow in shallow channel bed<Commu-
R . . nications on Hydraulics, Rep. No. 81-Belft Univ. of Technology,
04 05 1 15 2 2.5 Dept. of Civil Engineering, Delft, The Netherlands.
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Fig. 5. Correction factor to the dispersion stress model, Egs{(9), I‘I(':;I:hlggli Zt;/g%lgl?ts’TE:pNeTr?érliggg_VM14]Bart l, Delit Univ. of
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The writers thank the discusser for his comments and the reply is
given in the following.

The discusser’s opinions are based on velocity measurements
in a sharp curved single-bend laboratory flunf@lanckaert
20043. The writers would like to point out that the propose
model in the paper will not be applicable for the case with sharp

concerned, the use of the velocity profile by de Vri¢h8l77)

may still be a feasible technique for a two-dimensiof24b)
depth-averaged model used to study the secondary current
effect in a mild curved bend with a single secondary eddy.
As pointed out by the discusser, neglecting the feedback ef-
fects in the dispersion stress model may cause the overesti-
mation of secondary flow effects, which can be as large as an
order of magnitude for sharp bends. However, the magnitude
of the overestimation for a moderately sharp curved channel,
which is simulated in the writers’ paper, is still not clear yet;
further study may be needed. As long as the theoretical basis
is maturely developed, the correction factor for the feedback
effects can be embedded easily as far as the model develop-
ment is concerned.

As pointed out by the discusser, in the case of the discusser’s
strongly curved experiment, the velocity distribution from
the bend model may be overestimated compared to the mea-
sured data. However, one can observe from Figs. 2 and 3 in
the discussion paper that the conventional model overesti-
mated and underestimated the velocity distribution near the
bend entrance and the exit respectively. This means that the
secondary flow still plays a role to affect the flow pattern for
the case of the strongly curved flow over developed bed to-
pography. Hence, it may not be appropriate to state that a
conventional model yields acceptable results for strongly
curved flow over developed bed topography.

d References

curve. The limitation of the proposed model has been analyzed byBIanckaert, K.(2001). “Discussion of ‘Bend-flow simulation using 2D

the writers(Hsieh and Yang 2003 Therefore, although the writ-
ers mostly agree with the opinions from the discusser, some dif-
ferent opinions will be addressed as follows:

1.

depth-averaged model’ by H. C. Lien, et alJ! Hydraul. Eng.
127(2), 167-170.
Blanckaert, K., and de Vriend, H. 004). “Discussion of ‘Investigation
. on the suitability of 2D depth-averaged models for bend-flow simula-
In the experiment by Blanckaef2003), the flume can be tion’ by T. Y. Hsieh and J. C. Yang.J. Hydraul. Eng,. 131(7), 625—
regarded as a sharp curved channel, in which the radius of @28,
curvature, 2 m, is small compared with the width, 0.4 m, and de Vriend, H. J.(1977. “Mathematical model of steady flow in curved
a reverse secondary eddy is observed near the water surface shallow channels.J. Hydraul. Res. 151), 37-54.
at the outer bank. In fact, these flow conditions would not de Vriend, H. J., and Koch, F. 1977). “Flow of water in a curved open
conform to the assumption of de Vriend4977 velocity channgl with a fixed plan bedRep. on Experimgntal and Theoretical
profile adopted in the writers’ model. So the dispersion g“’ﬁft?ﬁt'%sth%lngv'\"141533” I, Delft Univ. of Technology,
stresses computed by the writers’ model are inevitably differ- Hsier? Ty eanz ernzn Js'q2003 “Investigation on the Suitability of
ent from the discusser’s measured data. However, de Vriend S, . )

: . 2D depth-averaged models for bend-flow simulatiod.”Hydraul.
(1977, de Vriend and Koch1977) and Lien et al.(1999 Eng. 1pz%)' 59?—612. Y

have verified the applicability of the proposed velocity pro- |ien, H. C., Hsieh, T. V., Yang, J. C., and Yeh, K. @999. “Bend-flow
file by several experimental results with mild curvature and simulation using 2D depth-averaged modell” Hydraul. Eng,
single secondary eddy. As far as the numerical view point is 125(10), 1097-1108.

628 / JOURNAL OF HYDRAULIC ENGINEERING © ASCE / JULY 2005

J. Hydraul. Eng. 2005.131:628-628.



