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Abstract 
 

Face recognition and hand gesture recognition 
technologies have been developed separately for many 
years. Usually they are treated as independent systems. 
In this paper, we integrate the face and hand gesture 
recognition. We claim that the face recognition rate 
can be improved by hand gesture recognition. Also, we 
propose a security elevator scenario. Finally, we 
simulate this security elevator scenario by PCA 
method, based on the ORL database, and show that the 
face recognition rate and overall accuracy is improved 
after integration. We believe that this is a general 
method to integrate two recognition engines, not only 
for face and hand gesture recognition.  
 
1. Introduction 
 

Face recognition and hand gesture recognition 
technologies have been developed a lot separately for 
many years [1][2][3]. Also, the face recognition has 
been used to be the authentication mechanism for 
security surveillance system [4]. Although there are 
many researches adopted these two recognition 
systems into some applications, such as robot 
application [5], in these researches, the face and hand 
gesture recognition system are regarded as independent 
functions. In this paper, we discuss the benefit to 
integrate two recognition systems. 

For face or hand gesture recognition, there are a lot 
of technologies can be adopted as the recognition 
engine, such as PCA (Principle Component Analysis) 
[6], HMM (Hidden Markov Model) [7], AdaBoost [8], 
ANN (Artificial Neural Network) [9], etc. Although 
the recognition technologies are different, most of 
them follow the basic concept of pattern recognition, 
that is, to find several linear/nonlinear lines to 
distinguish the testing/training data into several 
clusters. The number of clusters depends on the 
number of patterns defined in the application. Usually, 

the less clusters cause higher recognition rate. In this 
paper, we claim that if the number of clusters can be 
dynamically reduced, the overall recognition rate can 
be enhanced. We also implement a simulation to show 
that the result of hand gesture recognition is able to 
eliminate the number of face cluster, and enhance the 
recognition rate of face recognition. 

This paper is organized as follows: chapter 2 
describes the system overview of the security elevator 
scenario. Chapter 3 reviews the PCA method. Chapter 
4 shows the system model. Chapter 5 illustrates the 
evaluation of our simulation program. Finally, the 
conclusion is drawn. 
 
2. System Overview 
 

The basic pattern recognition technique is to derive 
several liner/nonlinear lines to separate the feature 
space into multiple clusters. For example, Figure 1 has 
nine clusters, from C1 to C9. Assume that these nine 
clusters belong to different classes. 
 

 

Figure 1. Nine clusters in feature space 
 

If point x belongs to C5 in Figure 1 actually, it will  
be recognized to be in C4 incorrectly. However, if we 
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dynamically reduce some impossible clusters by  

 
Figure 3. System overview 

 
 additional information, the result may be different. For 
example, in Figure 2, there are five clusters remaining. 
 

 

Figure 2. Five clusters in feature space 
 

In this case, although x belongs to no cluster, the 
distance between x and C5 is the smallest, so it may be 
correctly clustered into C5. This example provides the 
intuition of how the recognition rate can be improved. 

Let’s imagine a simple scenario that there is a 
security elevator. In this elevator, there is no floor 
button for pressing. The decision for bringing someone 
to some floor is taken depends on his face and his hand 
gesture. The hand gesture indicates the floor he want to 
reach, and his face is used to decide that is this person 
permitted to reach the floor indicated or not based on 
his hand gesture. For such a security system, the 
recognition rate, especially for face recognition, is very 
important to perform the security control. 

Now, we focus on this security elevator scenario 
mentioned, and develop a simulation system to 
evaluate the performance of face and hand gesture 
recognition integration. The system overview is shown 
in Figure 3. 

In this system, the input hand gesture and face 
images are extracted first. After that, these two images 
are processed by the hand gesture and face recognition 
engine partially simultaneously. After the hand gesture 
recognition result is produced, the face recognition 
engine eliminates the impossible candidates based on 
the recognized hand gesture dynamically, and figure 
out which is the recognized person. Finally, we check 
that is this person permitted to reach the floor indicated 
or not based on his hand gesture. If he is permitted, 
then the elevator will bring him to this floor, otherwise, 
the elevator takes no action. 

We assume that the security elevator can reach from 
the 1st floor to the 9th floor. Hence, we defined nine 
hand gesture symbols, from one to nine, based on the 
American Sign Language [10]. The hand gesture 
symbols are listed in table 1. On the other hand, the 
permitted floor number for each person is based on the 
face and hand gesture mapping. For example, table 2 is 
the mapping we generate randomly. Here, we assume 
that the 1st floor is available for everyone. 
 
 
Table 1. Nine hand gesture patterns 

1 2 3 4 5 

  
6 7 8 9  

  

 

 
Table2. Face and hand gestures mapping 
example 

Face Available Hand Gestures 
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The integration point takes place at the final stage of 

face recognition engine. The integration process is 
shown in figure 4. First of all, we take the recognized 
hand gesture as input, and check the available hand 
gesture mapping. If this hand gesture is not available 
for any candidate, then this candidate will be 
eliminated before the recognition. After that, the 
remaining processes of traditional face recognition are 
conducted. 
 

Figure 4. Integration process 
 

Take Figure 4 for example, without the elimination, 
the average correctly guess rate is 1/5. On the other 
hand, with the elimination method, the average 
correctly guess rate is 1/2, which is 2.5 times higher 
than the previous one. This is the main idea that how 
the face recognition rate can be improved. 

However, there are still risks of this elimination 
method. For example, in Figure 5, if we incorrectly 
eliminate the expected face candidate, the result of the 
face recognition must be wrong. This kind of error can 
be resulted from the wrong recognition result of hand 
gesture recognition engine, or the hand gesture is in 

fact unavailable for this person. Hence, the first 
recognition method chosen to conduct the elimination 
is very important. We choose hand gesture recognition 
to be the first recognition method, because it is much 
easier to be a high recognition rate method. 
 

Figure 5. Integration process with error 
 

The face recognition accuracy is analyzed in table 4. 
We discuss the accuracy of face recognition after 
integration if the expected face candidate is eliminated 
or not, and the result of original face recognition is 
correct / incorrect. We can see that, when the 
candidates are correctly eliminated, and the original 
face recognition is correct, the recognition result with 
elimination method can be correct. Also, if the 
expected face pattern is not eliminated, although the 
original face recognition result is incorrect, the result 
of face recognition after integration still has the chance 
to be correct. 
 
Table 3. Face recognition accuracy analysis 

Correct / Incorrect 
type 

Accuracy of face 
recognition after 

integration 
1. EC + FC Correct 
2. EC + FI Unknown 
3. EI + FC Incorrect 
4. EI + FI Incorrect 

EC/ EI: Eliminated candidates don’t / do 
include expected pattern. 

FC / FI: The result of original face 
recognition is correct / incorrect  

 
3. PCA (Principal Component Analysis) 
 

This section reviews the PCA method [6], which 
has been widely used in applications such as face 
recognition and image compression. PCA is a common 
technique for finding patterns in data, and expressing 
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the data as eigenvector to highlight the similarities and 
differences between different data. The following steps 
summarize the PCA process. 
 
1. Let {D1, D2,…DM} be the training data set. The 

average Avg is defined by: 
 

 ∑
=

=
M

i
Di

M
Avg

1

1       (1) 

2. Each element in the training data set differs from 
Avg by the vector Yi=Di-Avg. The covariance 
matrix Cov is obtained as: 

 T
M

i
YiYi

M
Cov ∑

=
⋅=

1

1       (2) 

Since the covariance matrix Cov is square, we can 
calculate the eigenvectors and eigenvalues for this 
matrix. 

 
3. Choose M’ significant eigenvectors of Cov as 

EK’s, and compute the weight vectors Wik for each 
element in the training data set, where k varies 
from 1 to M’. 

 Wik= Ek
T‧(Di - Avg), ∀ i ,k      (3) 

Based on PCA, many face recognition techniques 
have been developed, such as eigenfaces [1]. The 
following steps summarize the eigenface recognition 
process: 
 
1. Initialization: Acquire the training set of face 

images I1,I2,…IM. Calculate each face difference 
vector from the average face Avg by (1), and the 
covariance matrix Cov is obtained by (2). Then 
compute the eigenvectors Ek of Cov, which define 
the face space. Finally, compute the weights Wik 
by (3) for each image in the training set.  

2. Input querying: When a new testing face image is 
encountered, calculate a set of weights WtestK 
depending on the same steps mentioned above. 
The weights Wtestk forming a vector Tp 
=[w1,w2,…,wM’]T describes the contribution of 
each eigenface in representing the input face 
image 

3. Recognition: A simplest technique to classify the 
weight pattern is to compute the minimum 
distance of WtestK. from TP. It means that the test 
image can be classified to be in class p when 
min( Dp ) < Θi, where  Dp=|| WtestK - TP || and Θi 
is the threshold.  

 

Figure. 6 shows a simplified version of face space 
to illustrate the projecting results of three training face 
images W1, W2, W3 and a testing image Wtestk. We can 
recognize Wtestk. as one of the three known individuals 
W1,W2 and W3 by the projecting distance between Wtestk 
with each training images. In this case, there are two 
eigenfaces e1,e2 to construct the face space. The 
distance between Wtestk and W2 is larger than the 
threshold Θi, they are not considered to be the same 
person consequently. Furthermore, the projecting 
location of Wtestk in the face space is more close to the 
projecting location of W1 than W2. Therefore, we 
believe that Wtestk. and W1 are the same person. 
 

 
Figure 6. A simplified version of face space 

 
4. System Model 
 

In this section, we analyze our system from the 
probability point of view. Because the hand gesture 
recognition rate will not be influenced after integration, 
we only focus on the face recognition rate 
improvement and the overall accuracy improvement. 

Assume that the number of face patterns is Nf , the 
average correctly guess rate is 1)( −Nf . However, if 
the expected value of the number to eliminate face 
candidates by recognized hand gesture is δE , then the 

correctly guess rate can be improved to 
1)( −− δENf . This provides the intuition of the 

concept that the face recognition rate can be improved 
by eliminating the face candidates. 

Let the recognition rate of original face recognition 
engine be Pf , and the face recognition rate after 
integration be 'Pf . Moreover, let the recognition rate 
of hand gesture recognition engine be Ph . 

In this paper, the overall accuracy is calculated only 
when both the face and hand gesture recognition 
results are correct. That is: 

PhPfPo ×=  ; PhPfPo ×= ''  

So that, if 'Pf  is enhanced, the 'Po  can also be 
improved. Also, because 1'≤Pf , so that the overall 
recognition rate 'Po  is impossible to exceed the hand 
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gesture recognition rate, PhPo ≤' . Moreover, if we 
want PfPo >' , then: 

PfPhPf >×' , so '/ PfPfPh >  

Because 1'≤Pf , so that PfPh > . We know that 
'' PoPf ≥ , so if we want PfPf >' , the hand gesture 

recognition rate must be higher than the original face 
recognition rate, which makes sense because face 
patterns are usually more complicated than hand 
gesture patterns. 

If this integration concept is extended into other 
applications, it should be noticed that the recognition 
rate of the first recognition must be higher than the 
recognition rate of the second recognition method. 
Otherwise, after integration, the overall accuracy or the 
recognition rate of the second recognition method will 
not gain any improvement. 
 
5. Evaluation of simulation 
 

We simulate the secure elevator scenario with C++ 
program. Both the face and hand gesture recognition 
are performed by the basic PCA method. The face or 
hand detection is not the topic we focus on, so we use 
different database for face and hand gesture. In the 
experiment, the face database we used is ORL 
database, [11] which contains forty face patterns and 
ten images per pattern. 

Table 4 and figure 7 illustrate the recognition rate of 
original face recognition, integrated face recognition, 
and hand gesture recognition. We analyze the 
recognition rate if there are one to five training images 
of these three recognition method. In general, Ph is 
always higher than Pf and Pf’, and Pf’ almost 
outperforms than Pf. However, we may notice that if 
Pf is high enough, the Pf’ is even a little bit lower than 
Pf. 
 
Table 4. Recognition rate of Pf, Pf’, and Ph 

 
# of training data 

1 2 3 4 5 
Pf 0.703 0.82 0.873 0.905 0.963 

Pf ‘ 0.757 0.83 0.885 0.915 0.96 

Ph 0.907 0.933 0.958 0.953 0.983 
 

 
Figure 7. Recognition rate of Pf, Pf’, and Ph 

 
Table 5 and figure 8 illustrate the recognition rate of 

the original and integrated overall accuracy. We can 
see that, the same, Po is almost higher than Po’. Also, 
we may notice that Po’ is able to be higher than 94% 
under five training data. 
 
Table 5. Recognition rate of Po, and Po’ 

 
# of training data 

1 2 3 4 5 

Po 0.638 0.765 0.836 0.862 0.947 

Po' 0.687 0.774 0.848 0.872 0.944 
 

 
Figure 8. Recognition rate of Po, and Po 

 
6. Conclusion 
 

In this paper, we integrate two recognition systems: 
face and hand gesture recognition. We claim that the 
face recognition rate can be improved after the 
integration. During the integration, the result of hand 
gesture recognition and the available hand gesture 
mapping is used to eliminate face candidates 
dynamically. Also, we introduce a security elevator 
scenario, and simulate this scenario by PCA method. 
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The result of simulation shows that both face 
recognition rate and overall accuracy can be improved. 

Although the simple PCA method is used in the 
simulation, we believe that other recognition engines, 
which are based on the similar candidate concept, are 
also able to be benefited by our integration method. 
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