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This article addresses the developmentof relationship quality in the service context of information
technology (IT) based on the network externalities theory. The model predicates the IT
relationship quality is influenced by both synchronization value and autarky value, whereby
autarky value is influenced by the availability of complementary goods. At the same time,
synchronization value is influenced by relationship commitment and perceived critical mass,
while availability of complementary goods is influenced by perceived compatibility and overall
installed base. Note that the autarky value represents the value generated by the product itself
even if there are no other users (e.g., the printing and copying functions of a fax/printermachine),
while synchronization value represents individuals’ perceived value obtained through interaction
(e.g., chatting functions of Skype). Themodel is examined using data obtained from employees of
different companies in Taiwan. The empirical findings and their implications are discussed herein.
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1. Introduction

Electronic commerce represents business activities over electronic systems (e.g., Internet or other computer networks), and
such commerce has continued to penetrate the value chains of business organizations. Many business organizations have
developed Internet-based initiatives to get more customers and retain them. Particularly, developing direct service to online
customers via interactive information technologies (IT) is the dominant e-commerce strategy among information technology (IT)
firms [91]. These firms devote a large amount of their investment to IT service (e.g., instant messaging service) and promoting
users’ continuous patronage with the service, because the continuance of IT service is crucial to e-commerce firms, such as ISPs
(Internet service providers), online retailers, online bankers, online brokerages, online travel agencies, and so on [12]. For example,
many online bankers offer discounts on handling charges or provide gift items to retain a continuance of IT users for stock trading.
Nevertheless, such a continuance of IT users relies on achieving IT relationship quality [12].

Previous studies have demonstrated the importance of relationship quality and its impact on firm profitability and customer
retention (for example, [17,37,82]), but the first step in effectively managing IT relationship quality in the IT service context is by
identifying its antecedents. This study identifies the critical determinants of IT relationship quality based on the network externalities
theory and also clarifies its importance on Internet-based service. Investigating themeaning of human–computer relationship (e.g., IT
relationship quality) and presenting techniques for constructing, maintaining, and evaluating such relationship quality are important
to both researchers and practitioners [13]. The overall theory that guides this study and its proposed hypotheses includes network
externalitieswhich are positive consumption externalities often seen in a society,whereby the values that users derive from a good or
product increase with the number of other users of the same or similar good or product in society.
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IT relationship quality (e.g., human–computer relationship) evaluates the relationship strength or interaction between IT and its
users (e.g., [36,52]) and also represents the extent to which IT meets the needs and expectations of the users involved based on a
history of successful or unsuccessful encounters or experiences [17]. IT relationship quality can be conceptualized as involving
users’ trust on specific IT and their satisfactionwith the IT. Collectively, IT relationship quality is regarded as a construct comprising
at least two components: (1) user trust in the IT service (e.g., [81]) and (2) user satisfaction with the IT service (e.g., [17]). Hence,
this study assumes that improved IT relationship quality is accompanied by increased IT satisfaction and trust. This study next
briefly expands on these two important dimensions of IT relationship quality.

Satisfaction with IT in this study means IT users’ emotional status occurs in response to an assessment of interaction
experiences with their IT service [66]. User satisfaction depends directly on managing and monitoring individual service
encounters—namely, the periods of direct user interaction with IT service (e.g., [74]). Trust is usually considered necessary for a
successful interactive relationship between IT and its users. More specifically, trust can be viewed as users’ confidence in the
reliability and integrity of IT service [64].

This study differs from previous works (e.g., [62,72]) in two important ways. First, this work focuses on IT relationship quality
in an intangible service rather than a tangible one such as clothing store service [85] and electrical appliance store service [61].
Intangibility is often defined in marketing as the inability to evaluate the benefit (or invisible product or service value) obtained
from engaging in an activity by using any tangible evidence [87,88]. As consumers or users have more difficulty in evaluating the
quality of an intangible service than they do towards physical goods prior to, during, and after consumption [32], it is important
that intangible IT service is treated differently from tangible goods provided by, for example, car dealers [62] and food shops [72].

Second, this study empirically examines the causative drivers of network effects in the e-service context. Though some prior
studies have employed analyticalmodels to explore such causes (e.g., [42,68]), most prior empirical studies on network effects rely
on secondary or archival data [50]. This study uses primary survey data collected from actual IT users to test the causes and
outcomes of network effects. Collectively, it investigates users using an IT service and through an examination of the network
externalities theory helps bring about implications for IT providers.

The rest of the paper proceeds as follows. The next section presents the theoretical underpinnings of the network externalities
theory and formulates a research framework and hypotheses of IT relationship quality based on the theory. The third section
describes the research methods, containing the choice of empirical context, subject sample, and instrumentation for this study.
The fourth section presents data analysis procedures and test results. The fifth section outlines the implications of our findings for
future IT usage research and practice and the limitations of this study.

2. Theory of network externalities

Network effects refer to the utility or benefit that a user derives from using a product or service based on the number of other
users employing similar or compatible products [41]. The source of this utility (e.g., number of other users) is called a network
externality, and products or services exhibiting such effects are called network effects goods [45]. The network externalities show
evidence of being important in generating and diffusing technical change [40]. Such externalities are even more pervasive in IT
industries, which are subject to drastic technical change.

Although classic instances exist in a social society involving physical networks, such as railroads or telecommunications,
network externalities also arise in a society that does not have physical networks, such as a mobile software or wireless sensor
network (e.g., [71]). Network effects goods are unique in that the value of each unit of good increases with the number of units
sold. In the case of network effects goods, the demand curve still slopes down, but the entire curve shifts upward with an
increasing number of units sold or expected to be sold [22]. Social networking websites are good examples in which the more IT
users register onto such websites, the greater the websites’ value is to its registrants [4], consequently strengthening IT
relationship quality. Similarly, a survey on purchasing professionals indicates that customers base their evaluation not only on
general features (e.g., compatibility), but also on network effects [89].

Katz and Shapiro [41] described two types of network externalities: direct and indirect. There is quite a distinction between direct
and indirect network effects. Direct effects occur as an immediate result of participation in a network, while indirect effects are due to
an emergence of complimentary products and services [33]. Whereas direct externalities result from the demand side of a network,
indirect externalities stem from the supply side. These two types of network externalities are introduced in more detail below.

Direct network externalities are based on the number of participants in a given network. Typical examples include the number of
sellers and the number of buyers in an online auction network such as eBay, the number of customers in a given cellular network
like Verizon or T-Mobile, the number of gamers on an online gaming website like PartyPoker.com, or the number of Skype users
online. As new participants enter these networks, existing users gainmore choices for communicating, trading, and playing games,
and thereby gain network utility. Direct network effects pertain to how properties of the customer network affect the perceived
value of the service [84]. Such direct network effects are applied in both social network theory and industrial economics to explain
the “bandwagon effect”: the more existing customers there are for a service, the more attractive the service becomes even for
potential customers [26]. Previous literature argues that the adoption of information systems requires the participation of many
individuals to create a sense of collective action [54].

Indirect network externalities are ancillary benefits accruing to network participants, such as the development of
complementary goods, services, formation of standards, and the lowering of prices as a network grows, but they do not directly
result from other network participants. A traditional instance of complementary goods is motor oil and gasoline: if gasoline
consumption falls due to a price increase, the consumption of motor oil will fall as well, because motor oil and gasoline are used
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together [15]. Complementary goods can be extended to the idea that people seek products with characteristics that are different
from and complement their own ones, also known as the idea that opposites attract [5,21,59]. The theory of indirect network
effects argues that the availability of a complementary product (or service) affects the perceived value of a networked product (or
service). The prototypical example of indirect network effects is how the supply of software and the demand for hardware affect
each other positively [84]. For example, the value of a digital music (DM) player counts heavily on the availability of digital music,
thus indirect network externalities have a significant influence on customer perceptions of the value of a DM player [78].

Network externalities can be positive or negative. The examples described above are typical for positive network externalities,
but sometimes there can also be instances of negative externalities where larger networks may decrease the value of those
networks for other users [47]. For instance, with the popularity of iPhone in 2009, AT&T's wireless network is not able to fully
support the bandwidth required by millions of their iPhone customers in the U.S. due to network congestion problems. Likewise,
more users logging onto a shared ftp site (e.g., to download music or movies) slow down the transmission speed of the site; more
homebuyers drive up the cost of homes, making them less affordable to others. While many products/services exhibit negative
externality (e.g., highway congestion), positive externalities are unique primarily to IT products and services [42]—that is, with
few exceptionsmost IT products and services are characterized by positive externalities rather than negative ones [50]. Hence, this
study focuses on positive externalities, leaving negative externalities as an opportunity for future research.

Among prior empirical research on network externalities, Gandal [27] used econometric modeling on the features and price
data of different spreadsheet packages to find that consumers are willing to pay a significant premium for spreadsheets that are
compatible with the Lotus platform. Brynjolfsson and Kemerer [14] observed similar results, finding a positive relationship
between the installed base of spreadsheet software and their prices. Studying the adoption of automated teller machines (ATMs)
among banks, Saloner and Shepard [70] and Kauffman et al. [43] presented that the timing of ATM adoption among banks is related
to the size of their customer base, the expected future size of their customer base, the value of their deposit base, the extent of their
service coverage, the number of local branch locations, and the size of their ATM network. Analyzing user contributions in peer-to-
peer file-sharing networks, Asvanund et al. [6] noted that additional users gain value from a network at a decreasing rate while
adding costs (e.g., congestion) at an increasing rate, such that there exists an optimal point, beyond which the costs of network
adoption will exceed the expected value, negative network effects will emerge, and user participation will decrease.

Though the above research used secondary archival data to generate support for the network externality hypotheses, few
research studies have empirically investigated this effect using primary data collected directly from network users [50]. This study
attempts to fill this void in network externalities research by using primary data. Furthermore, this study differs from prior
research by integrating network externalities within extant models of IT acceptance research in order to build a theoretical model
of interactive IT relationship quality. In essence, the effort of this study is geared towards advancing IT relationship quality
research by providing an important consideration to network externalities.

Before establishing the research framework and hypotheses in the next section, this study summarizes the research constructs
and their definitions in Table 1 to help explain our following development of the hypotheses.

2.1. Research framework and development of the hypotheses

Network value is an important motivation for using network IT (e.g., Internet, wireless network, or mobile network). This
phenomenon allows, in principle, the value received by IT users to be separated into two distinct parts, including direct and
indirect network effects [47,48]. The direct effects, which are called synchronization value, represent the value derived from being
able to interact with other users of the product [47,48] based on a perspective of social utility. Accordingly, the indirect network
effects, which are labeled the autarky value, are the additional value generated by the product even if there are no other users
[47,48] based on a perspective of technical utility.

The term “autarky” is originally Greek and means “self-sufficiency” [7]. The autarky value represents the value generated by the
product itself even if there are no other users (e.g., the printing and copying functions of a fax/printer combo machine) [29,80].
Distinguishing between autarky value and synchronization value helps IT firms develop their critical product strategies for future
business growth (e.g., [53]). An autarky is often used to express an economy that is self-sufficient and does not participate in any
Table 1
Research constructs and their definitions.

Research construct Definition

Synchronization value The value perceived by individuals through the interaction with others using the same product.
Autarky value The value generated by individuals using the product itself even if there are no other users.
Relationship commitment The psychological and emotional attachment to a relationship between individuals and their specific friends or relatives.
Perceived critical mass Individuals’ perception about a small segment of the population that chooses to make big contributions to a collective action.
Availability of
complementary goods

The accessibility of the products with characteristics that complement the individuals’ product

Perceived compatibility The degree to which a specific product is perceived as being consistent with the existing values, needs, and past experiences
of potential adopters during the interaction between the adopters and their product.

Overall installed base The overall number of used units of a particular product in the entire market or a product segment.
IT relationship quality The relationship strength or interaction between IT and its users and represents the extent to which the IT meets the needs

and expectations of the users involved based on a history of successful or unsuccessful encounters or experiences.
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international trade with others, or strictly limits trade with the outside world [38]. Likewise, the term refers to a social system that
relies heavily on its own resources. Autarky value represents individuals’ perceived value obtained without their social interaction
with others (that is, to experiencea product's benefit solely by themselves),whereas synchronization value represents the individuals’
perceived valueobtained through interaction (that is, to get nobenefitwithout others). A typical example of synchronization value for
users in instantmessaging is that they experience joyful text chats with others online, whereas a typical example of autarky value for
users is that they experience interesting video games disregarding their social interactions with others.

Empirical studies by Gandal [27] and Brynjolfsson and Kemerer [14] demonstrated that users who are satisfied with
spreadsheets are willing to pay a higher price for spreadsheets with a larger number of participants such as Lotus (e.g., direct
network effects), or those having great compatibility with Lotus (e.g., indirect network effects). This phenomenon suggests that
those who turn to a specific IT service due to their satisfaction with and trust on the IT service are likely driven by synchronization
value and autarky value. More specifically, the more IT users are able to interact with other users by using the same IT (i.e.,
synchronization value), the better the satisfaction and trust towards the IT they will have, leading to stronger IT relationship
quality. Accordingly, the more fringe benefits that are generated by using specific IT without social interaction with others (i.e.,
autarky value), the better the satisfaction and trust they will obtain towards the IT, resulting in stronger IT relationship quality and
implying a positive influence of autarky value on relationship quality.

Specific IT that helps users establish interpersonal ties with other people is likely to achieve emotional, instrumental, and
informational communication (e.g., a form of synchronization value) for the users and thus can be a source of satisfaction [19].
Emmers-Sommer [23] tracked research subjects’ assessments of communication quality and quantity (e.g., a form of
synchronization value) within either romantic relationships or friendships and found that both indicators (aggregated across
1 week) independently predict relationship satisfaction [19], suggesting the potential influence of synchronization value on
relationship quality. Consequently, this expectation leads to the next hypotheses.

H1. The synchronization value perceived by IT users is positively related to IT relationship quality.

H2. The autarky value perceived by IT users is positively related to IT relationship quality.

Relationship commitment can be seen as an individual's intrinsic motivation that boosts the expected persistence in a supportive
relationship with others [2]. Network IT provides virtually a social system for online users to develop their social relationships with
online others. Thus, relationship commitment should be effectively taken into practice in the service context of network IT.

Relationship commitment indicates a psychological and emotional attachment to a relationship between individuals and their
specific friends or relatives [69]. The popularity of network IT provides confirming evidence that the expected communication of
maintaining interpersonal relationships drives users’ satisfaction and trust towards the IT service (e.g., [52,73,77]), implying a
critical role of relationship commitment in network IT. More specifically, because one's relationship with others is the foundation
of social interaction [45], the commitment to maintaining the relationship is fundamental to the synchronization value that the IT
users care so much about. To put it differently, the network IT is helpful particularly for users with a high commitment to
cultivating relationships with friends or relatives, leading to a strong synchronization value of the IT perceived by the users. Thus,
the hypothesis is stated as below.

H3. The relationship commitment of IT users is positively related to the synchronization value perceived by the users.

The importance of perceived critical mass has been indicated in previous research in that users may use IT according to a
subjective perception of the critical number of current IT users in the market [54]. Significantly applied to the diffusion of
interactive communication media, perceived critical mass reflects individuals’ perception about a small segment of the population
that chooses to make big contributions to a collective action [63]. Perceived critical mass is particularly important to network IT,
because IT often requires social interdependence collectively between two or more users simultaneously [46], suggesting a
positive relationship between perceived critical mass and synchronization value perceived by the users.

IT users often base their affections on how many of their friends, colleagues, or others in their social circle use a specific target IT,
because this perceived critical group defines the universe of users with whom they can interact with while using the IT [47]. A case in
point is Skype, which is an Internet telephony software allowing users to talk to other Skype users anywhere in theworldwithout using
expensive telephone connections, simply by using their computer and an Internet connection. Naturally, the attractiveness of Skype to a
given user increases asmore friends and acquaintances (i.e., the criticalmass) adopt and use this software. In our particular instance, the
larger a given user's perceived criticalmass is, themore synchronization value she experiences from the IT, and consequently the greater
is her motivation to use the IT. Hence, we propose the next hypothesis.

H4. The perceived critical mass of IT users is positively related to the synchronization value perceived by the users.

The availability of complementary goods for IT users is extended to the idea of the accessibility of productswith characteristics that
complement users’ IT [5,21,59], enhancing the value of IT usage inwhich social interaction is not required (i.e., autarky value).Many IT
products are heavily affected by the availability of complementary goods or services that enhance the value of the product. In many
cases, the lack of sufficient availability of complementary products impedes the success of a product [11]. Complementary
relationships often arise in consumer IT products. For instance, the supply for online video games is highly dependent upon the
availability of video-gamewebsites—that is,withmore video-gamewebsites available on the Internet, it ismore likely that consumers
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are able to obtain more online video games (i.e., the value increases). Many technologies are not desirable to customers without an
associated setof complementary goods suchas software for computers andmemorycards for digital cameras,weakening their autarky
value. Indirect network externalities are those that result from the availability of complementary goods and services that enhance
users’ benefit frombeing a part of the network. In otherwords, indirect network externalities that generate autarky value are ancillary
benefits particularly due to the development of complementary services.

More and more complementary goods that are available for a specific target IT means that people who use the IT are likely to
upgrade the functions of the IT easily by, for example, paying an inexpensive fee for complementary goods due to economies of scale,
suggesting higher autarky value. Though indirect network externalities (i.e., autarky value) are commonly expected for network
effects, goods such as online reservation systems and online auctions,many non-network and/or physical goods such as automobiles,
videocassette recorders, and computer software still experience indirect network externalities in the formof complementary services,
product standardization, and so forth. For example, Apple and Google have traditionally operated at different and complementary
parts of the value chain in which Google's Android recently works to match iPhone Store's mobile software market [57].

The theory of network externalities suggests that the availability of complementary products ultimately influences users’
perceptual benefit (or productivity benefit) from using interactive IT such as e-mail systems and online video games, and evenmany
non-network IT such as operating systems and spreadsheets [75]. This further implies that the availability of complementary goods
may affect users’ perceived autarky value. Given that the autarky value represents the technical value generated by the service or
product evenwithout other users formutual interaction [47,48], the availability of complementary goods that increase technical value
is thus positively relatedwith the autarky value of IT users. Specifically, a given user's IT usage depends heavily on the extent towhich
theuser perceives the IT ashaving complementary goods, suggesting the importance of the availabilityof complementary goods. Users
that perceive a given IT as having a higher available level of complementary goods and services generate greater network benefit from
that complementarity than those who perceive it as being less complementary. This expectation leads to our next hypothesis.

H5. The availability of complementary goods for IT users is positively related to the autarky value perceived by the users.
Compatibility (e.g., interpersonal compatibility, compatibility between personality attitudes) is a concept that describes the
long-term interaction between two or more subjects in terms of the ease and comfort of communication [1]. In this study,
perceived compatibility refers to the degree to which a specific IT is perceived as being consistent with the existing values, needs,
and past experiences of potential adopters during the interaction between the adopters and their IT [58]. When the compatibility
is perceived strongly by many users in the market, it is likely that the invention and supply of complementary goods are driven by
a large user demand, suggesting a positive relationship between perceived compatibility and the availability of complementary
goods. Previous research indicates that IT users’ benefits may increase with the number of users of the same good when
compatibility is important [71], implying the importance of perceived compatibility as an antecedent variable. Examples include
the compatibility of memory cards with digital cameras and the compatibility of existing computer files with new software.

The proliferation of an incompatible product or service to users may prove detrimental, however, because it will likely cut up
the market and create uncertainty among product or service providers [86]. Without IT compatibility, users of network IT may be
discouraged and may not achieve economies of scale, leading to a low availability of complementary goods. Consequently, this
hypothesis is derived as below.

H6. The perceived compatibility of IT users is positively related to the availability of complementary goods for the users.
The first important contribution of the network externalities literature concerns formalization through the concept of an overall
installed base. This means an equilibrium market for the goods is unlikely to exist unless the overall installed base is greater than a
minimum level [86]. When an industry is characterized by network externalities, the overall IT installed base and the availability of
complementary goods likely play major roles in network effects [71]. For example, when bankers launch payment instruments, the
bankers (or issuers) are facedwith a ‘chicken-and-egg’ problem:merchants will be reluctant to invest in new equipment or software
needed toaccept suchpayments unless anamountof sufficient consumers shows their interest. Consumers, on the other hand,will not
use the newmeans of payment if they can only use it in a few places [86].When customers compare the value of a new technology to
anexisting one, theyweigha combinationof subjective information (e.g. perceived technological compatibility, perceived information
on the installed base and complementary goods). This process is captured in this study's proposed model [18]. In other words, an
insufficient installed based in a society may result in a situation in which a firm finds itself unable to develop or competitively sell
products in society. Products that have a large installed base are likely to attract more providers of complementary goods.

As more IT users join a network, a growing user base becomes increasingly attractive for IT providers to offer complementary
goods of potential interest to the user base. For example, the number of CD titles available is likely driven by the installed base of
sets of CD players [28]. The same phenomenon applies to such IT products as iPods. In other words, the user's network benefit from
Skype depends in part on the total installed base of Skype users worldwide. Similarly, a large installed base of Microsoft Windows
is often credited to the availability of a larger number of application tools and software on this platform, versus competing
platforms such as Linux or Macintosh. A large installed base extends the range of a user's network, attracts more developers of
complementary technologies, and thus increases the number of options available to the user, therefore enhancing the value of the
user's IT usage [16,50]. This phenomenon suggests that the complementary goods of a particular IT are likely provided in the
market based on the overall installed base of the IT, leading to a new hypothesis as follows.
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H7. The overall installed base is positively related to the availability of complementary goods for the users.

In summary of our preceding hypotheses, we present our research framework in Fig. 1.

3. Method

3.1. Subjects and measures

The research hypotheses described above were empirically tested using a usage survey of instant messaging (IM) technology
among student subjects at an evening college of a large university in Taiwan. These students work as professionals in a variety of
industries during the daytime. Using students with work experience as subjects, rather than those without work experience, helps
facilitate improved external validity (e.g., [49]). University students were recruited for this study, because this population represents
one of the largest user groups of Internet and IM in particular. Previous research specifically indicates that college students constitute
the major IM users in Taiwan [90]. Shiu and Lenhart [76] observed that Gen-Y-ers aged 19–27 years old represent the largest
proportion (35%) of IM users and that 62% of Internet users in this age group use IM [50]. The undergraduate student population falls
mainly in this age group. Furthermore, university students comprise the majority of online users in Taiwan who use IM [50].

IM is an e-service technology that allows users to communicate using text or video messages synchronously over the Internet.
IM was chosen for this study, because it is an advanced network IT that lends itself particularly well to network externalities. The
technology is based on the Internet and reflects the features of both direct and indirect network effects well.

A random set of classes from the management college at a university was selected for data collection purposes, with the
requirement that participating subjects must have had experience with using at least one kind of IM (e.g., MSN, Yahoo IM, etc.).
Two questionnaires were distributed to the same subjects for data collection. The first questionnaire was distributed at time T1,
and the second questionnaire was distributed at time T2 one month later. The first and the second questionnaires were both
matched by a unique identifying code after data collection was completed. Note that previous research suggests a gap of one
month for two surveys on the same subjects [51,83]. If the gap is too long, then the relationships between research constructs are
likelymoderated by unpredictable and uncontrollable factors, leading to low data validity. Of the 767 questionnaires distributed to
the subjects each time, 316 matched questionnaires were collected across both time periods for an effective response rate of
41.20%. Table 2 presents the characteristics of the sample.

All the constructs in this study were measured by scales drawn and modified from previous literature. Several steps were
employed to refine the measurement items, as depicted in the following.

To begin with, the items from the existing literature were modified and translated into Chinese. A university professor and
several graduate students familiar with IM usage were asked to provide assistance in evaluating the appropriateness of the
Chinese version of the scale. Furthermore, the measurements were tried via three pilot tests respectively. Subjects were asked to
fill out the survey questionnaire and comment on any confusing item in the questionnaire, and inappropriate questionnaire items
were examined and refined thoroughly after the tests. The pilot tests were performed in order to refine the measurement scales
(i.e., improve item readability and clarity) before the actual survey. Respondents in pilot tests were all excluded in the subsequent
survey. The pilot test data were subjected to exploratory factor analysis (EFA) and reliability analysis to identify items that loaded



Table 2
Sample characteristics.

Characteristic N=316

Gender
Male 132 (41.77%)
Female 184 (58.23%)

Age
19 or less 8 (2.53%)
20–29 years old 257 (81.33%)
30–39 years old 44 (13.92%)
40 or above 7 (2.22%)

Position level
Management level 41 (12.97%)
Non-management level 275 (87.03%)

IM usage hours daily
Less than 1 h 107 (33.86%)
1–2 h 99 (31.33%)
3–4 h 42 (13.29%)
5–6h 20 (6.33%)
7–8 h 23 (7.28%)
9 h or more 25 (7.91%)

177C.-P. Lin et al. / Technological Forecasting & Social Change 78 (2011) 171–184
poorly on their hypothesized scales, which were then re-worded. This process of instrument refinement led to considerable
improvement in content validity and scale reliability. Lastly, tips of back-translation suggested by [67] were used in composing an
English version questionnaire and a Chinese one. A high degree of correspondence between the two questionnaires assured this
research that the translation process did not substantially introduce artificial translation biases in the Chinese version of our
questionnaire.

One of our eight constructs of interest, relationship quality, was measured at time T2, and the other seven constructs were all
measured at time T1 (one month earlier than T2). Wherever possible, construct measures were derived from prior research, after
adjusting the wording for IM. Appendix A lists the measurement items. Except for the scale items measuring the overall installed
base, all items were measured using five-point Likert scales anchored between “strongly disagree” and “strongly agree.” It is
important to note that surveying the outcome at time T2 and for the rest of constructs at time T1 in this study substantially reduces
the potential risk of common method bias that often exists in survey research.

Relationship quality is measured with four items modified from Lin and Ding [52]. While synchronization value with four items is
modified from Lin and Bhattacherjee [50], autarky valuewith four items is modified fromGrewal et al. [31]. Note that autarky value and
synchronization value are both related but distinct constructs. Although IM autarky value is its value standing alone (e.g., irrespective of
the number of other users), this value may help amplify IM synchronization value under some circumstances. For example, when users
gain access to online news reports or videosmore easily for personal pleasure (i.e., autarky value), it is more likely that such information
(e.g., news) can be shared to help maintain a sense of connection with others within an active communication zone (e.g., [60]).

Relationship commitment with three items and perceived critical mass with four items are modified from Li et al. [46]. The
availability of complementary goods with four items is modified from Lin and Bhattacherjee [50]. Perceived compatibility with
four items is modified fromMoore and Benbasat [58] and Grewal et al. [31]. Finally, overall installed base wasmeasured using four
items that asked subjects to indicate their observation about what percentage of people, university students, working adults, and
senior high school students used IM, on a ten-point scale with ranges such as 0–9%, 10–19%, 20–29%, and so forth. This scale was a
modified version of Schilling's [71] scale and was developed based on pre-test interviews of student subjects regarding their IM
use. Note that our measurement model is a reflective one as illustrated in Appendix B.

4. Data analysis

The final survey data, with a sample size of 316 matched responses from two surveys respectively at time T1 and time T2, were
analyzed (with the CALIS procedural of SAS software) using a two-step structural equationmodeling (SEM) approach proposed by
Anderson and Gerbing [3]. The application of SEM includes two major advantages. First, all the relevant model paths are directly
tested and none are omitted as in ANOVA [8]. Second, complications of measurement error, correlated measurement error, and
even feedback are incorporated directly into the model [8]. It is clear that SEM is a powerful tool that is used to great benefit in
psychological research [55]. The first step of SEM involves developing an effective measurement model with confirmatory factor
analysis, while the second step analyzes the structural model. Test results from each stage of analysis are presented next.

After considering theMI (modification index) used to examine indicator variables [39], some indicator variables were removed
from the model under the circumstance that the indicator variables were multidimensional [35]. Consequently, every construct in
themeasurement model is measured using at least three indicator variables as in Table 3. The chi-square/df in this studymeets the
standard criteria, because a chi-square/df that is lower than 2.0 reveals a good fit according to the informal rule-of-thumb criteria
[35]. The goodness-of-fit of the CFA (confirmatory factor analysis) model was assessed using a variety of fit metrics, as shown in
Table 3. Although the normed fit index (NFI) and the adjusted goodness-of-fit index (AGFI) are both slightly lower than the
recommended value of 0.9, the root mean square residual (RMR) was smaller than 0.05, and the root mean square error of



Table 3
Standardized loadings and reliabilities.

Construct Indicators a Standardized loading AVE Cronbach's α

IT relationship quality RQ1 0.77 (t=13.98) 0.57 0.84
RQ2 0.81 (t=15.09)
RQ2 0.67 (t=11.55)
RQ4 0.75 (t=13.51)

Synchronization value SV1 0.70 (t=11.63) 0.49 0.74
SV2 0.71 (t=11.93)
SV3 0.68 (t=11.38)

Autarky value AV1 0.80 (t=14.79) 0.62 0.82
AV2 0.86 (t=16.30)
AV3 0.69 (t=12.16)

Relationship commitment RC1 0.88 (t=16.90) 0.63 0.83
RC2 0.82 (t=15.41)
RC3 0.66 (t=11.63)

Perceived critical mass PCM1 0.81 (t=15.50) 0.72 0.88
PCM2 0.85 (t=16.63)
PCM3 0.89 (t=17.89)

Availability of complementary goods (ACG) ACG1 0.53 (t=8.49) 0.53 0.75
ACG2 0.81 (t=13.74)
ACG3 0.80 (t=13.43)

Perceived compatibility PC1 0.81 (t=15.39) 0.63 0.87
PC2 0.81 (t=15.41)
PC3 0.80 (t=15.22)
PC4 0.75 (t=g13.73)

Overall installed base OIB1 0.66 (t=11.23) 0.53 0.81
OIB2 0.83 (t=15.17)
OIB3 0.72 (t=12.67)
OIB4 0.68 (t=11.71)

Goodness-of-fit indices (N=315): χ2
296=425.93 (p-valueb0.001); NNFI=0.95; NFI=0.88; CFI=0.96; GFI=0.90; AGFI=0.87; RMR=0.03; RMSEA=0.04.

a Indicators remained after CFA purification. A few indicators are excluded from this measurement model due to their insignificance.
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approximation (RMSEA) was smaller than 0.08, while the comparative fit index (CFI), the non-normed fit index (NNFI), and the
goodness-of-fit index (GFI) all exceeded 0.90. These figures suggest that the hypothesized CFA model in this study fits well with
the empirical data.

Note that the above indices are important in SEM for evaluating an ideal fit for the measurement model. First, as an alternative
to the chi-square test, Bentler and Bonett's [9] normed fit index (NFI) is regarded as the percentage of observed-measure
covariation explained by a given measurement or structural model [3,35]. Second, Bentler's [10] comparative fit index (CFI) is
similar to the NNFI in which it offers an accurate assessment of fit regardless of sample size [35]. Third, a variation on the NFI is the
non-normed fit index (NNFI) which has been proved to better reflect model fit under all sample sizes [10,35].

Convergent validity was examined and evaluated using three criteria suggested by Fornell and Larcker [25]. To begin with, all
factor loadings in Table 3 were statistically significant at pb0.001 to assure convergent validity of the construct [3]. Despite that
one value of the average extracted is slightly smaller than 0.50, the other values of average variance extracted are all larger than
the 0.50 criteria recommended by Fornell and Larcker [25], indicating that the overall hypothesized items capture a sufficient
variance in the underlying construct than that attributable to measurement error. Moreover, the reliabilities for each construct
exceeded 0.70 (see Table 3), satisfying the general requirement of reliability for research instruments. Collectively, the empirical
data collected by this study met all three criteria required to assure convergent validity.

In SEM the chi-square difference test can be used to assess the discriminant validity of two constructs by calculating the difference
of the chi-square statistics for the constrained and unconstrained measurementmodels [35]. The critical advantage of the chi-square
difference test for examining discriminant validity is that it allows for simultaneous pairwise comparisons based on the Bonferroni
method for the constructs. The constrained model is identical to the unconstrained model, in which all constructs are allowed to co-
vary, except that the correlation between the two constructs of interest is fixed at 1. Discriminant validity is demonstrated if the chi-
square difference (with 1 df) is significant, suggesting that the model in which the two constructs are viewed as distinct (but
correlated) factors is superior. As this study needs to test the discriminant validity for every pair of eight constructs, this study should
control the experiment-wise error rate (theoverall significance level). By using theBonferronimethodunder theoverall 0.01 level, the
critical value of the chi-square test is χ2(1, 0.01/28)=12.74. Since the chi-square difference statistics for every two constructs all
exceed 12.74 in the model as displayed in Table 4, discriminant validity is successfully achieved.

After the measurement model testing, the CFA model in the first stage was transformed to a structural model that reflects the
hypothesized associations described in our research model for purposes of hypotheses testing. Fig. 2 presents the test results of
this analysis.

Six out of our seven hypothesized model paths were validated at the pb0.05 significance level or better, as shown in Fig. 2.
Specifically, IT relationship quality is significantly influenced by synchronization and autarky value (H1 and H2 are supported),
while synchronization is influenced by relationship commitment and perceived critical mass (H3 and H4 are supported). At the
same time, autarky value is influenced by the availability of complementary goods, which is in turn influenced by perceived



Table 4
Chi-square difference tests for examining discriminant validity.

Construct pair χ2
296=425.93 (unconstrained model)

χ2
297 (constrained model) χ2 difference

(IT relationship quality, synchronization value) 592.54 166.61 a

(IT relationship quality, autarky value) 700.98 275.05 a

(IT relationship quality, relationship commitment) 722.68 296.75 a

(IT relationship quality, perceived critical mass) 862.32 436.39 a

(IT relationship quality, ACG) 607.65 181.72 a

(IT relationship quality, perceived compatibility) 802.27 376.34 a

(IT relationship quality, overall installed base) 837.85 411.92 a

(Synchronization value, autarky value) 540.77 114.84 a

(Synchronization value, relationship commitment) 521.28 95.35 a

(Synchronization value, perceived critical mass) 537.47 111.54 a

(Synchronization value, ACG) 550.11 124.18 a

(Synchronization value, perceived compatibility) 568.87 142.94 a

(Synchronization value, overall installed base) 593.74 167.81 a

(Autarky value, relationship commitment) 627.49 201.56 a

(Autarky value, perceived critical mass) 714.69 288.76 a

(Autarky value, ACG) 603.43 177.50 a

(Autarky value, perceived compatibility) 661.07 235.14 a

(Autarky value, overall installed base) 733.38 307.45 a

(Relationship commitment, perceived critical mass) 698.24 272.31 a

(Relationship commitment, ACG) 606.51 180.58 a

(Relationship commitment, perceived compatibility) 697.27 271.34 a

(Relationship commitment, overall installed base) 735.37 309.44 a

(Perceived critical mass, ACG) 606.79 180.86 a

(Perceived critical mass, perceived compatibility) 802.78 376.85 a

(Perceived critical mass, overall installed base) 827.56 401.63 a

(ACG, perceived compatibility) 603.65 177.72 a

(ACG, overall install base) 633.72 207.79 a

(Perceived compatibility, overall installed base) 756.18 330.25 a

ACG=Availability of complementary goods.
a Significant at the 0.001 overall significance level by using the Bonferroni method.
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compatibility (H5 and H6 are supported). However, the influence of overall installed base on the availability of complementary
goods is insignificant, suggesting that H7 is not supported.

The unsupported H7 implies that users’ perceived availability of complementary goods is not significantly related with their
perceived overall installed base in the market. This phenomenon exists perhaps on account that it is difficult for an individual user
to have a clear picture about themarket situation regarding themarket share (i.e., overall installed base) of a specific IT or software
Fig. 2. Empirical results.
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before actually coming across complementary goods of the IT in the market. However, the unexpected result for the unsupported
hypothesis may warrant further study so that the true reasons behind the unsupported hypothesis are not misinterpreted.

5. Discussion

This study provides an illustrative example of how the network externalities theory is extended to study IT relationship quality and
represents such externalities as key factors in inducing social change in the contexts of IT relationship quality. The role of users in
improving relationship commitment and the role of suppliers in improving their service compatibility substantiate the fact that no
individual enterprise in isolation can succeed in its drive to obtain IT relationship quality in the process of technological change. For
example, customers are less likely to adopt a technology when they are not told of it by others in their social circle and/or perceive the
technology is poorer than that of competing and complementary technologies. Famous examples of this situation can be seen in the
failureof Sony's Beta video standard (Matsushitapromptly licensed itsVHS format to ensure the rapidproductionofVHSvideotapes) and
the uninteresting customer response to the PowerPC (for which only a few software programs were available) [71]. The failure of these
goods (Beta video standard and Power PC) is not because their product quality is bad, but rather because their providers did not generate
network effects through a positive psychological response of customers in general in society, leading to low network externalities.

Given the increased interactive features of today's IT, it is essential to incorporate the notion of network externalities to
enhance our current understanding of IT relationship quality particularly in a modern society. As mentioned in the previous two
sections, network externalities are important not only for understanding a person's satisfaction and trust of interactive IT such as
e-mail, file-sharing networks, and instant messaging, but also for many traditional non-interactive software products such as
spreadsheets and operating systems. It is rather important to distinguish between the two alternative types of network
externalities, given that for interactive IT, both direct and indirect externalities may influence user perceptions of network values,
while for non-interactive IT only an indirect externality may be relevant.

The results of our study empirically establish the network externality hypotheses that users’ perceived value, including
synchronization and autarky values, is an important predictor of their IT relationship quality. By validating the network effect
hypotheses using primary data collected directly from users, this study serves as an important complement to previous works that
employed secondary data (e.g., market price information) from network providers to prove similar hypotheses.

One of the important findings in this research reveals that user perceptions of autarky value are not arbitrary, but instead are
influenced by perceived compatibility through the mediation of the availability of complementary goods. In addition to the
particular vendor's product itself, other relevant and related upstream and downstream suppliers also play an equally important
role by providing complementary product goods under dramatic technical change in today's society. This finding also implies that
externalities in the form of vendors’ suggestions and participation in the research and development of new productsmay be a vital
source of information to induce technical change with network externalities. A large effect of the availability of complementary
goods on the indirect network effect (i.e., autarky value), as observed in this study, suggests that IT providers interested in
increasing their autarky value can benefit from focusing some of their product development initiatives towards developing value-
added complementary services or products in order to strengthen customers’ psychological perceptions, instead of only further
developing advanced technological features of the target IT. Although perceived compatibility is the only antecedent that
influences the availability of complementary goods in this study, there may be additional network externalities relevant for the
availability beyond perceived compatibility, which may be the subject of future investigations in this area.

It is important to note that network effects can be driven by variety or quality depending on technological or social change.
Nintendo's prior dominance in the video-game market was mostly driven technically by the quality of the video games Nintendo
and its licensees offered (i.e., technical change) (e.g., [56]). Similarly, iPhone successfully presents lock-in and network effects due
to its superior quality and attractive functions [20].

With regard to the significant association between relationship commitment and synchronization value, this finding suggests that
marketers should provide users with demonstration programs (e.g., advertising, commercial, or promotion activities) that emphasize
how IT facilitates the establishment of social relationships in a modern society, leading to their enhanced influence of relationship
commitment on perceived synchronization value. Accordingly, consistent with suggestions from network theory in that the size of a
network influences one's networkparticipationbehavior [47], this studyfinds theperceived criticalmass reflecting the sizeof anetwork
that significantly influences synchronization value, which becomes critically complementary to previous research of social networking.

Previous literature [24] confirms that IM perfectly fits the classic definition of a service imbued with network effects, in which
the value to each customer depends first upon the IM functions (e.g., obtaining news reports, saving files on a Internet hard drive,
browsing online videos and blogs) and second the number of other customers (and who they are) who also use the service (e.g.,
real-time chatting, photo sharing). An additional implication for selecting IM as the technology in this study is that future
anticipation of users concerning the market size of a network product is crucial to the prosperity of the product. For that reason,
consumer anticipation about a particular technology being a standard in the near future may result in it eventually becoming the
actual standard. Of course, such anticipation counts heavily on the installed base tested in this study.

Given the significant direct and indirect network effects on IT relationship quality, marketers interested in widespread user
diffusion of their IT services and/or management responsible for the implementation of interactive IT in their organizations should
be cognizant of and stress the important role of network effects in their rollout plans. For example, the two strategic roles of
adapting and shaping [34] have the potential to generate considerable value in the context of network externalities. Specifically,
firms applying an adapting strategy (i.e., adaptors) endeavor to stay one step ahead of their competitors in response to changes in
the e-commerce environmentwith network externality, while firms applying a shaping strategy (i.e., shapers) focus on the fluidity
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of events and on opportunities to affect outcomes in the environment [34]. Managers making good use of the two strategic roles
can effectively achieve successful IT relationship quality.

6. Limitations and future research

The results of this study should be interpreted in light of their limitations. The first limitation of this study is the possibility of
commonmethodbias, given thatmost of the constructs based on this study's proposed researchmodelweremeasuredperceptually at
the same instance in time. To test for this bias, this study practiced Harmon's single factor test [65]. More specifically, in case a
substantial amount of commonmethod variance exists in the data sample, either a single factorwill emerge from the factor analysis or
one general factor will account for the majority of the covariance in the independent and dependent variables. An exploratory factor
analysis of all items for the eight constructs measured in this study revealed eight factors explaining 15.19%, 14.38%, 13.61%, 12.60%,
11.75%, 11.37%, 10.78%, and10.32%of the total variance. Thesepercentagenumbers indicate that thevariances areproperly distributed
among multiple factors, indicating that common method bias is unlikely a problem with the study's data sample.

Second, perceived critical mass (i.e., a form of network size) and availability of complementary goods were chosen as two key
network externalities within the IT service context, because they fit well with Katz and Shapiro's [41] description of direct and
indirect externalities and also because they are salient to IT users. However, there may be additional externalities, such as the
coordination of standards and path dependency, which this study did not examine. Future research should consider these
potential determinants in an attempt to advance the nascent state of literature in this area.

This study has empirically validated the positive effect of network externalities in strengthening the relationship quality of
interactive IT. We hope that this research offers the foundation for establishing a comprehensive knowledge base of network
externalities and inspires future researchers to examine this potentially useful yet ignored area of IT relationship marketing
research. Based on our findings, future researchers are advised to consider various IT services (e.g., e-banking, e-brokerage, e-
auction, e-payment, and e-billing) by simultaneously includingmore critical factors such as timing (e.g., [71]), learning (e.g., [30]),
consumer characteristics (e.g., [79]), and price discrimination (e.g., [44]). It would be interesting to see several consumer groups
with different genders, education, or motivation be formed for a comparison based on our research model.
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Appendix A. Measurement items

Synchronization value (1: Strongly Disagree; 5: Strongly Agree)

SV1. To me, an important value of my IM is that it allows me to synchronously send or receive text messages from friends/
relatives online.

SV2. To me, an important value of my IM is that it allows me to synchronously share photographs with friends/relatives online.
SV3. To me, an important value of my IM is that it allows me to synchronously interact with others.
SV4. To me, an important value of my IM is that it allows me to synchronously send or receive voice messages from friends/

relatives online.

Autarky value (1: Strongly Disagree; 5: Strongly Agree)

AV1. My IM reduces my costs associated with communication.
AV2. My IM streamlines my regular work in a daily life.
AV3. My IM is entertaining to me.
AV4. My IM is an efficient tool to me.

Relationship commitment (1: Strongly Disagree; 5: Strongly Agree)

RC1. I am committed to maintaining my relationship with my friends and/or relatives.
RC2. I want my relationship with my friends and/or relatives to last over the long term.
RC3. I feel attached to my relationship with my friends and/or relatives.

Perceived critical mass (1: Strongly Disagree; 5: Strongly Agree)

PCM1. Many of the people I keep in touch with regularly use the same kind of IM as mine.
PCM2. Many of the people in my social circle use the same kind of IM as mine.
PCM3. Many of the people I socially interact with on a regular basis use the same kind of IM as mine.
PCM4. My important friends and/or relatives use the same kind of IM as mine.

Availability of complementary goods (1: Strongly Disagree; 5: Strongly Agree)

ACG1. A wide range of online games is available on my IM.
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ACG2. A wide range of images, skins, and emoticons is available on my IM.
ACG3. A wide range of support tools (for photo sharing, broadcasting, message sharing) is available on my IM.
ACG4. A wide range of radio stations is available on my IM.

Perceived compatibility (1: Strongly Disagree; 5: Strongly Agree)

PC1. Using my IM is compatible with all aspects of a modern life.
PC2. Using my IM is completely compatible with the current situation in the society.
PC3. I think that using my IM fits well with the way people like to work.
PC4. Using the IM I use fits into people's lifestyle.

Overall installed base (1: Under 10%; 2: 10–19%; 3: 20–29%; 4: 30–39%; 5: 40–49%; 6: 50–59%; 7: 60–69%; 8: 70–79%; 9: 80–89%;
10: more than 90%)

OIB1. What percentage of people in Taiwan do I think use the same kind of IM as mine: ___ %
OIB2. What percentage of university students in Taiwan do I think use the same kind of IM as mine: ___ %
OIB3. What percentage of working adults in Taiwan do I think use the same kind of IM as mine: ___ %
OIB4. What percentage of senior high school students in Taiwan do I think use the same kind of IM as mine: ___ %

IT relationship quality (Measured one month after the above seven constructs) (1: Strongly Disagree; 5: Strongly Agree)

RQ1. I am satisfied with my IM.
RQ2. I am pleased to use my IM.
RQ3. The service provided by my IM is trustworthy.
RQ4. My IM is reliable.

Appendix B. An example of the reflective constructs of this study
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