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Abstract--This paper presents a novel potential-based approach for recognizing the shape of a two- 
dimensional (2D) reKion by identifying the best match from a selected group of shape templates. The 
proposed model assumes that the border of every 2D region is uniformly charged. An initially small shape 
template placed inside a shape sample will experience the repulsive force and torque arising from the 
potential field. A better match in the shape between the template and the sample can be obtained if the 
template translates and reorients itself to reduce the potential while growing in size. The shape template with 
the largest final size corresponds to the best match and represents the shape of the given sample. The potential 
and the associated repulsive force and torque between the polygonal contours are analytically tractable, 
hence resulting in high computational efficiency of the matching process. The proposed approach is 
intrinsically invariant under translation, rotation and size changes of the shape sample. Moreover, not only 
can the matching be carried out directly for shape contours at different viewscales, but the contours can also 
be unconnected, provided that the template is confined within the shape sample throughout the matching 
process. 

Shape orientation Shape-matching Pattern recognition Artificial potential field 

1. INTRODUCTION 

One of the major problems in computer vision is object 
recognition. Many existing algorithms simplify the 
problem by reducing it to a shape matching and 
recognition problem. Template matching methods are 
presented in references (1-3) for object recognition. 
Fourier descriptors t4'51 transform the coordinates of 
boundary points into a set of complex numbers for the 
matching. Moments of 1D functions representing seg- 
ments of shape contours are used in the matching in 
references (6-9). Stochastic models, e.g. autoregressive 
models, are used for shape classification in references 
(10-12). In references (13-15), the boundary of a region 
is represented by a sequence of numbers and the shape 
matching is accomplished by string matching. Other 
shape matching methods involve finding the polar 
transform of the shape sample It61 or calculating the 
distances of the feature points from the centroid, t171 
etc. In reference (18) the shape matching is accom- 
plished by graph matching for multilevel structural 
descriptions of shape samples. Multiple ID matching 
processes for multiscale curvature descriptions are 
adopted in reference (19) in building shape models. 
Usually, the scaling of the object, the viewscale of the 
shape contour, the rotation and the translation of the 
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object need to be determined before a final matching 
process can take place. The matching process may 
involve the matching of binary images, discrete 1D 
data, or extracted shape features arranged into struc- 
tured data. 

In this paper, a potential-based approach for shape 
matching is proposed. The matching process involves 
the minimization of a scalar function, the potential. 
The proposed potential model assumes that the border 
of any 2D region is uniformly charged. If a shape 
template is small in size and can be placed inside 
a region whose shape is to be determined, the template 
will experience repulsive force and torque arising from 
the potential field. The basic idea of the approach is to 
achieve a better match in the shape between the tem- 
plate and the given region by translating and reorient- 
ing the template along the above force and torque 
directions, respectively, toward the configuration of 
the lowest potential. The template is expanded and its 
position re-adjusted until the template almost touches 
the border of the given region. For  a selected group of 
shape templates, the template with the largest final size 
is considered the best match. The proposed approach 
is intrinsically invariant under translation, rotation 
and size changes of the shape sample. The location, 
orientation and the scaling of the object can then be 
obtained as side products of the shape recognition. 
Moreover, not only can the matching be carried out 
directly for shape contours at different viewscales with- 
out resorting to multiscale matching, but the contours 
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can also be unconnected provided that the template 
remains inside the shape sample throughout the 
matching process. 

The Newtonian potential model is adopted in this 
paper, wherein the potential is inversely proportional 
to the distance between any two point charges. In the 
aforementioned shape matching process, the main 
computation associated with the minimization of the 
potential is the calculation of the repulsive force and 
torque between the shape contours. These potential- 
related quantities can be derived analytically for such 
a potential model, avoiding the expensive numeric 
implementation of the discretization of the shape con- 
tours before calculating the repulsive force and torque. 
Therefore, the proposed potential-based shape match- 
ing can achieve a high efficiency. 

The potential function due to the repulsion between 
two uniformly charged region boundaries is derived in 
Section 2. Section 3 presents the derivation of the 
analytic expressions for the repulsive force and torque. 
The computer implementation, including a graphic 
user interface, is presented in Section 4 along with 
some simulation results. Section 5 presents concluding 
remarks. 

2. T H E  P O T E N T I A L  F U N C T I O N  

Consider a point A located at (0, Y0) and a finite line 
charge on the x axis with a unit charge density uni- 
formly distributed between x = x ~  and x = x 2 ,  as 
shown in Fig. 1. The Newtonian potential at point 
A due to a point (x, 0) of the line charge is: 

1 1 
~ ,  x l < x < x  2. (1) 

r 

where r is the distance between these two points. The 
total potential at point A due to the whole line segment 
can then be calculated as: 

) I 
x, r ~X"2 + yo 2 

= log Ix2 + xx/7~z2+ yg[ (2) 

Ixt + x~/~lZ+Y2ol" 

Y 

In the general case, let a and b be the end points of 

a line segment ab and e the point for which the 
Newtonian potential is to be calculated. Assume that 
the vector %b =~ b - a stays on the x axis and is directed 

to the right. Also assume that the points a, b and e do 
not stay on the same line. It can be shown that (2) is still 
valid with: 

xl = ~ab'v~. • (3) 

x 2 = ~.b'Vcb. (4) 

yo = v°~. ~ ,  (5) 

where vc, & a - e, Lb & b - c, nab is the unit vector in 

the V,b direction and ~A is a unit vector perpendicular 
to nab with ~,b × ~ in the + z direction. 

In order to calculate the potential due to the repul- 
sion between polygonal regions, we need to calculate 
the potential due to the repulsion between two line 
segments. The potential due to the repulsion between 
the polygonal regions (Section 2.1) can then be ob- 
tained according to the superposition principle. 

2.1. Potential due to repulsion between polygonal 
regions 

Consider the two line segments ab and cd shown in 
Fig. 2. The coordinates of the end points a, b, e and 
d are assumed to be (al, a2), (bl, b2), (0, 0) and (d I > 0, 0), 
respectively (after a coordinate transformation). Let: 

^ A 
nab = (nl,n2), (6) 

be the unit vector along the V,b direction, equations (3), 

(4) and (5) for an object point on cd, say x=(x ,0) ,  
become: 

x l ( x ) = ( a  a - x ) n  1 +a2n 2 ~ kx +1, (7) 

x2(x ) = (b 1 _ x)nl + bzn2 A= ix +j,  (8) 

and 

yo(x) = - (x - aOn 2 + ( -a2)n  1 a__ 9x + h, 

respectively. 

(9) 

A = (0, Yo) 

(x~, O) (x2, O) x 

Fig. 1. A finite line charge and a point A in a selected 
coordinate system. 

(obstacle edge) 

a b 

e = ( e l ,  e2 )  d 

c (object edge) 

Fig; 2. Two line segments and a reference point for the 
calculation of the repulsive force and torque due to the 

Newtonian potential. 
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B m 
If both ab and cd are uniformly charged, by substitu- 

ting equations (7)-(9) into (2), the potential  due to the 

repulsion between ab and cd is equal to: 
dl 

log(ix + j + x/(ix +j)2 + (9x + h)2) dx 
0 

dl 

-- ~ log(kx + l + x/(kx +/)2 + (Ox + h)2)dx. (10) 
0 

With a proper  change of variables, the integrals can be 
simplified into the following form which can be evalu- 
ated analytically: 

j ' log(x + 4 x  2 -1- (ax + b)2) dx 

2b loglax + bl 
= -- x -~ + x log(x + 4 x  2 -I- (ax + b) 2) 

a 

b log l - - a 2 x  + a2 4 x  2 + (ax + b)2l 

a 

b log[ab + c2x + cx /x  2 + (ax + b)21 
(11) 

a c  2 

where a and b are constants and 

A x / l  + a2" (12) C =  

Therefore, the repulsive potential  between two poly- 
gonal regions can be obtained in closed form by super- 
posing the repulsive potential  calculated analytically 
using (11) for every pair  of linear segments obtained 
from the two different region borders. 

Figure 3 shows the potential  profiles obtained for 
three different sizes of a square template rotat ing 360" 
inside a square region. As the size increases, the poten- 
tial valleys become much easier to be identified for the 
template that  matches the square region perfectly. 
Figure 4 shows the potential  profiles obtained for (a) 
equilateral triangular,  (b) rectangular and (c) square 
templates, all having the same area, rotat ing 360' 
inside a square region. It is clear that the potential  
profile for the tr iangular  template always has a much 
higher value than the potentials for the square tem- 
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Fig. 3. The potential profiles obtained for different sizes of a square template rotating 360 degrees inside 
a square region. The template has (a) 49%, (b) 30%, and (c) 15% of the area of the region, respectively. 
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Fig. 4. The potential profiles obtained for (a) regular triangular, (b) rectangular, and (c) square template 
rotating 360 degrees inside a square region. All templates are of the same area, 30% of that of the square 

region. 



466 J.-H. CHUANG 

plate that yields the best match. Moreover, the poten- 
tial valleys are clearly observable and can be identified 
easily, only for the square template. 

With the above analytic expressions for the repul- 
sive potential between polygonal boundaries, the nu- 
merical evaluation of repulsion, which requires 
discretization of such shape boundaries can be avoid- 
ed. In fact, the minimizaton of the potential in the 
shape matching can be performed with a more effi- 
cient, gradient-based search if, in addition, the repul- 
sive force and torque can also be expressed in closed 
forms, as will be discussed in the next section. 

3. T H E  R E P U L S I V E  F O R C E  A N D  T O R Q U E  IN C L O S E D  

F O R M  

The negative gradient of the potential function is the 
repulsive force experienced by a point charge of unit 
strength. Moving along the force direction corre- 
sponds to a maximal reduction rate of the potential 
away from that point. The repulsive force on point A in 
Fig. 1 due to a point (x, 0) on the x axis is: 

_ v / l ~ = l ~ _  1 So (COs Oi + sin 09 ), (13) 
\ r J  r E x 2 + 

where 0 is the angle between the position vector and 
the x axis, measured in the counterclockwise direction 
Therefore, the resulting force from the line segment on 
A can be calculated from: 

~2cos0dx x2 - x d x  1 1 

 +yo 
(14) 

and 

~.~ sin 0 dx ~ Yo dx _ x 2 
F , =  !, r2 ~ - x , (  x2+yg)3/2 yo xx//~22 +yg  

xl (15) 

Y o ~  ' 

where F x is the force component along the x axis and Fy 
is along the y axis. 

Therefore, for the two line segments ab and cd shown 
in Fig. 2, the repulsive force on point (x, 0) due to the line 

charge ab can be expressed as: 

V(x) = F,b(x)ft,b + F~(x)ftG, (16) 

where 

1 1 

F"b(x) x / x  2 + b x + c  x / x  2 + e x + f '  (17) 

+ 1 (  i x + j  k x + l  ],  

F,b(X) = 9 ~  \ x / x ;  -+Tx + c x / x  2 + ex + f j  
(18) 

and b, c, e, f ,  9, h, i,j, k and 1 are constants since xl ,  x 2 
and Yo are linear functions of x according to equations 
(9)-(11). 

3.1. The repulsive force and torque between two line 
segments 

For the two mutually repelling line segments shown 

in Fig. 2, the resultant repulsive force on cd can be 
calculated with: 

dl 

F = ~ F(x)dx, (19) 
0 

using equations (16) (18). On the other hand, the torque 
with respect to an arbitrary point e = (e 1, e2) due to the 

repulsion from ab to point x = (x, 0) of cd is: 

T(x) = F(x) × (x - e), (20) 

which is in either the + z or - z  direction. Therefore, the 
total torque in the + z direction due to repulsion be- 

tween ab and cd is: 

dt 

L = j Tz(x)dx. (21) 
0 

It is not hard to show from equations (19) and (21) that 
the calculations of the repulsive force and torque require 
the evaluation of integrals of the following forms: 

dx 
c = l ° g ~ + x + x / x  2 + b x + c  (22) 

I ~ /x  2 + bx + 

, b ,  dx x dx _ x/[~c2 + bx ~ c _ _ j _ _  
Jx / x2  + bx + c 2 x /x2 + bx + c 

(23) 

dx S 
x x / x  2 + bx + c 

l ~ x 2 + b x + c + ~ c  2 2 ' :  
- x + - -  1(24) 

~cc 
lOg 

S x/x2 + bx + c dx  

2x + b b 2 - -  4c dx 
- 4 x/x2 + b x + c  8 

x / x  2 + bx + c' 
(25) 

which are all analytically integrable. (Formulations for 
special cases, e.g. when c = 0, are omitted for simplicity.) 
Thus, the repulsive force and torque can be evaluated in 
closed forms and the conceptually simple, potential- 
based shape-matching methods can be implemented 
efficiently using these analytic results, as will be dis- 
cussed next. 

4. C O M P U T E R  I M P L E M E N T A T I O N  A N D  S I M U L A T I O N  

R E S U L T S  

In the computer implementation, a graphic user in- 
terface is developed, as shown in Fig. 5. A selected group 
of shape templates are shown on one side of the screen. 
Additional templates can be added easily into the 
database. Each of the templates is initialized to have the 
same area. The only assumption is that the templates 
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Fig. 5. A simple graphic user interface for shape matching. 

(a) (b) 

(c) (d) 

Fig. 6. The basic matching procedure: (a) place a (size-reduc- 
ed) template inside the input region, (b) translate and (c) rotate 
the template to reduce the potential, then (d) increase the size 

of the template. 

are small enough initially that each of them can be 
placed inside the input region whose shape is to be 
recognized. The region whose shape is to be recognized 
is scanned, followed by a boundary detection pro- 
cedure. Precise imformation about the location, orien- 
tation and the size of the input region is not needed. 

For the shape matching process, the following oper- 
ations are performed for a shape template placed inside 
the input region (see Fig. 6): 

Step 1. Translate along the force direction derived 
from equation (19) until the force is negligible. 

Step 2. Rotate, with the centroid of the template 
being the rotation center, along the torque direction 
derived from equation (21) until the torque is negligible. 

Step 3. With the location of the centroid fixed in 
space, increase the size of the template as much as 
possible (as long as the template remains inside the 
region of interest). 

Step 4. End if the increase in Step 3 is negligible, 
otherwise go to Step 1. 

The same procedure is executed for each of the shape 
templates. The shape of the template having the largest 
area after the above operations is identified as the shape 
of the input region. 

Figure 7 shows the simulation results for four input 
regions. An ideal case is shown in Fig. 7(a), where 
a perfect match exists for a T-shaped input region and 
one of the 12 templates. The matching results shown for 
each template include (1) the initial template configur- 
ation, (2) the template after the matching operations are 
completed and (3) the input region whose configuration 
remains unchanged throughout the matching process. 
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/% 

(a) (b) 

: , ( m  

(c) (d) 

Fig. 7. Shape matching examples, the best match is marked by an "x". 

The total simulation time for the complete matching 
and recognition processes takes less than 10s on a Sun 
SPARCstation 10. Similar shape-matching results are 
shown in Fig. 7(b), where the shape of the input region is 
somewhat distorted from the corresponding template. 

Figure 7(c) shows a successful match in shape for an 
input region which has a noisy boundary. In this case, 
part of the boundaries of the template and the input 
region are also at different viewscales, i.e. the number of 
line segments of the boundaries have different orders of 
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Fig. 8. An H-shaped region and the corresponding shape 
template. 

magnitude. Figure 7(d) shows the matching results for 
an input region whose border is not connected. The 
proposed approach will work for such a situation as 
long as the template, under the influence of the poten- 
tial, remains confined within the input region through- 
out the matching process. 

Similar to some other shape-matching methods, lo- 
cally optimal match in shape may be obtained with the 
proposed approach. The globally best match cor- 
responds to the global minimum of the potential func- 
tion. Such a match can be found if the simulation is done 
for several, typically no more than four for the examples 
presented in this paper, initial rotation angles for each of 
the templates. 

There are cases when the above simple shape-match- 
ing process failed to generate correct results. For 
example, consider the H-shaped input region and the 
corresponding shape template placed inside that region, 
shown in Fig. 8. The final size of the template after the 
size increase operations will be far less than the size of 
the input region, resulting in a meaningless match. In 
order to resolve such a problem, more sophisticated size 
increase operations are needed. For example, instead of 
using the shape template, its skeleton can be used to 
represent the shape. The size increase process will then 
consist of two parts: the growing of the skeleton (which 
may not be straightforward) followed by the growing of 
the template from its skeleton. 

5. CONCLUSIONS 

A potential-based shape-matching and recognition 
method is presented in this paper. The approach is 
invariant under translation, rotation and size changes of 
the input region whose shape is to be recognized. The 
shape-matching concept is simple, and is implemented 
efficiently using the analytically derived expressions 
associated with the potential function. For the template 
of the best match, it is shown that the global behavior of 
the variation in potential can be improved by increasing 
the size of the template during the matching process and 
that the potential valleys become much easier to ident- 
ify. Thus, the size of the input region need not be 
normalized explicitly. The approach can use directly the 
original boundary description of the input region, 
which may be at a different viewscale from that of the 

shape templates. The approach may also work for 
a region whose boundary is not connected. 

6. FUTURE WORK 

An extension of the above shape-matching concept 
will be useful in solving the path planning problems. 
In order to ensure that a moving object is free from 
collision with the obstacles, the shape of the object 
and the shape of the free space should be matched 
properly along the planned path. For the shape match- 
ing discussed in this paper, the size of the shape tem- 
plate is allowed to increase while its location is confined 
inside the region of unknown shape. For  the shape 
matching in path planning, on the other hand, the size 
of the object is fixed, and its shape should be matched 
locally with the free space at different locations along 
the path. The proposed shape matching concept can 
be generalized to the 3D space to recognize the shape 
of 3D objects. This generalization is currently under 
investigation. 
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