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Using the character of orgamzations and the elementary results of queueing theory, a
quantitative model of the hierarchy is presented. lts aim 1s to minimize costs, which are the sum
of wage costs and costs caused by delays in decision making. With this model, the sensitivity
analysis on key variables of the optimum structure is concretely discussed.
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1. Introduction

In the design of organization structure, among the important tactors to be
considered are the quality, the speed, and the cost of the staff of job planning. For
nonhierarchical organization, because there is a lack of a superior-subordinate
relationship among the decision makers, the action of planning tends to bias
towards the consideration of strategies (Marschak and Radnew, 1972; Nojiri, 1980).
For hierarchical organizations, all the above three mentioned factors are important
in the design of organization structure (Beckmann, 1960; Williamson, 1967).
However, the quality of planning jobs does not have satisfactory measurement
tools, therefore, only the speed and the cost of job planning will be considered in
this paper. A model is established based on these two tactors which will provide the
optimum organization structure by considering the trade-off between these two
conflicted factors.

Keren and Levhari (1979) try to explain both the existence ot hierarchies and their
structure by positing that they serve the need to reduce the planning time of the
eeneral manager. They assume that the planning time of each level in the hierarchy
1 linear on the level’s span of control, and use the sum of level’s planning time to
measure the speed of the planning of an organization. Although Keren and Levhan
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gave the topic of the hierarchy structure a general discussion, the following three
factors were still ignored in their model: (1) It did not provide us with sufficient
reasons that the planning time of a group leader must vary linearly with his span
of control. In fact, many authors (Caplow, 1957; Costs and Updegraff, 1973; Pugh
and Hickson, 1976; Spyros and Demitris, 1982) on organization theory have
suggested that communication interaction, co-oordinations and control problems
increase at a faster rate than size. (2) It did not convince us with sufficient reasons
that the planning time of a group leader depends on his span of control and in-
depends on the level where he lies. In fact, since the upper level of group leaders
must bear more uncertainties for decision making, so, with the same span of control,
the planning time of group leaders in the upper level is usually greater than that of
group leaders in the lower level (Starbuck, 1979). (3) It only uses the proceeding time
of a planning job to measure the speed of the planning, and omit its waiting time.
if a new job occurs and all group leaders have not finished their own tasks for
primary jobs, then this new job may be postponed for planning in the hierarchy.
Additionally, even though the new job could be planning immediately in the
hierarchy, the waiting time may still exist in some levels if the level’s planning times
are not all equal.

In this paper we shall use the results of queueing theory to formulate the waiting
time of a job, and then present a general model to discuss the sensitivity analysis
on optimum structure variables — the height of the hierarchy, the number of group
leaders in the hierarchy, the level’s span of control, and the idle time of a group
leader; with respect to the parameters — the wage rate, the organization size, the
complexities of planning jobs, and the expected interarrival times of planning jobs,
separately.

2. Assumptions and notations

The organization studied in this model is composed of (fundamental) activity
units which are completely dependent on the head, or general manager, for instruc-
tions. The most crucial topics for the head, is to seek a hierarchy structure which
can quickly and effectively solve the problems that arise during the execution of the
plan of action. For this purpose, the head has to prepare a new set of instructions
to coordinate these activity units on the basis of new observations made by them.
To shorten the time it takes to collect the information and prepare the instructions,
the head has to interpose additional levels of the hierarchy between himself and ac-
tivity units. The hierarchy of the organization is populated by identical group
leaders, which links head and activity units. The wage rate per group leader is
denoted by w.

The main contribution of the group leader is to find the relationship among his
(immediate) subordinate reportings, and transmit it to his (immediate) superior. To
insure the sum of group leader’s planning times that appear in a path directed from
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any activity unit to the head, are all equal; the complexities of tasks and the span
of control of all group leaders in a given level, will be the same.

2.1. Structure variables

n =the number of activity units; we refer to n as the size of an organization.

H =the number of hierarchy levels; we refer to H as the height of the hierarchy.

v, =the number of group leaders in level A, x; =1 and xg,, = n.

S, =X,. /X, 1s the span of control of a group leader in level A.

M = x|+ x,+ -+~ 4+ Xy, i1s the number of group leaders in the whole hierarchy.

In our model, x, and hence s, are considered as continuous variables; this con-
sideration is reasonable in the real word, because the measurement ot x,, is based
on the time which is spent in planning during a day.

2.2. The contribution of group leaders

a = the index of complexities of an activity unit’s reporting (with respect to a plan-
ning job); we refer to a- n as the index of the initial complexities of a planning job.
b-a- n=the index of the final complexities of a planning job as it is finished by
eroup leaders, where 0< b <.
2, =the index of complexities of an A-level group leader’s reporting, 7, =b-a-n
and zy.,=a.
c(G),) =the contribution of a h-level group leader G,,
= Input(G,) — Output(Gy,),
=Sh<p+1 " Zn-
J(c(Gy)) =the planning time required by G, to complete his own task.
Graciunas (1937) presented a mathematical model to demonstrate how the com-
plexities of superior-subordinate potential interacts. His formula states that as the
number of subordinates reporting to a group leader increases arithmetically, the
number of potential interactions increases geometrically. This means that f have the
following properties:

/>0, f'>0and f"=0. (2.1)

In general, the group leaders in the upper levels must bear more uncertainties in
the planning due to the increasing complexity that exists in their subordinated repor-
tings. Hence the assumption we make here is

Zn/Zp =0, 6=1Is a parameter. (2.2)

In the hierarchy, the more information that is missing means the increasing final
complexity of a planning job (i.e. b increasing). There are two aspects about the
missing information. In the longitudinal aspect, it usually depends on the
superior-subordinate communications. In the cross section aspect, the missing in-
formation is usually caused by the delivery of group leader’s tasks. Given In-
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put(G,), the smaller the value of # implies that the more detailed data’s statement
on facts, could be found in G,’s reporting. Additionally, with the same height H.
the decrease of ¢ yields the decrease of the final complexities of a planning job (ct.
{3.1).

2.3. The waiting time of « planning job

Consider the hierarchy as a queueing system (regarding planning jobs and group
leaders as customers and severs respectively). If we assume that this queueing system
has Poisson input process with mean interarrival times e, and it has constant service
times: then the expected waiting time of a planning job (Hillier and Lieberman,
1980, p. 437) is given by

1 ~ N
Wil= o, where = max f(c(Gy)). (2.3)
2e—1) l<h<H

2.4. The proceeding time of a planning job

In general, group leaders in the same level of a hierarchy are working concurrent-
Iv, and group leaders of immediately superior (or inferior) level wait until the ad)a-
cent level has finished. So the proceeding time of a planning job is defined by

H
p-t.= Y fle(Gy)).

=1
2.5. Costs caused by delays in decision making

The cost of per unit time profits lost through slow planning, is defined by

C(T)=C(w.t. +p.t.), where C'(T)Y>0and C"(T)=0.

3. The model of a hierarchy

Assumption (2.2) yields that

_ il
__':_GH i+ 1_ :0/‘/ /*_a

=070, = St

and therefore we have the following properties:
b~a~n:z]:49'/a, (3.1)
c(Gy)=(s,—6)z),, =(s5,— O hea-n,

H

p.t.= Y (s, e "b-a-n.
=1
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The objective of this mode! is to minimize the total cost L, which are the sum of
wage costs and costs caused by delays in decision making. That is

—~

- H .
minL:C(w.I.+p.t.)+w.< ¥ x,,)
h)

subject to: x; =1, Xy =01, X, =S,X,, 1 =h=H,
(D

£
i

H
07 =b-n, p.t.= Y fUs, =8 "b-a-n), wi. = 2e—1)
/1:1 - €7¥,

where 1= max f((s,— )0 "b-a-n),
N l<h=H

where a,n, w,e, =1, 0<b< 1, are parameters.

Model (1) 1s a generalization of the Keren and Levhari model. If we omit the term
w.t., restrict / to be a linear function and set 8 = 1; then it is the Keren and Levhari
model.

4. The optimum solution of the hierarchy model

Let
=S, =00 "b-a-n), 1<h<H.

[t 1s valid that

d(w.t.)_3< I ‘_t(2€—l)>
dt  dr 2(6—[)/>_2(e—l)2

and therefore w.t. increases with 7. This implies that, for fixed p.t.= Y 1,, the
necessary condition of the minimization of w.t. is

[211:[2:"':[”.

Add this condition in Model (1), and it leads to the following properties:
1)2(51—9)9_'b~a-n:(szwf))&“zl,ra-n:---
4.1
=(5y—00 "b-a-n,
v-M=vx +x2+ - +xy),
:(S,fﬁ)ﬁ‘lb-a-n-x]+(52—0)9_:b-a~n-x3+- :
+sy—-0)0 "boa-n-xy,
=bh-a-n[(x:0 " +x30" T4 x50 - a0
ot 07D by (311,

=(1-bh)a-n, (4.2)
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p.t. = Hf(v): by (3.1),

_lnb+lnnf( |
 In# v

Theretore Model (I) can be written as the following form
mnlL=C(TY+w- M,

(f(v))° N Inb+Inn
2(e— f(v)) Ing

(1) § subject to: T= )
and v- M= -">b)a- n.

The necessary condition of this optimality is

dL/dM=-C(T)T'(v)(1 = b)a-n- M7+ w=0.

5. The sensitivity analysis of the optimum solution

The total difterentiation of (4.5) yields

= 1 -+
w (T T'(v) 1-b a n
The total differentiation of (4.3) yields
oT aT oT aT 0T
d7=—dv+ -——db+ — dn+ —+ — de.
av ob on a0 de

The total differentiation of (4.4) vields

l-b)-a-n
( ) 'y

M-dv=(1-ba-dn+n-da)y—a-n-db— — Y,

Substituting (5.2) and (5.3) in (5.1), leads to

dw ‘u(l -b)y-a-n 27 C(T)oT
=—| —— +— | dM + - — df
w | M- M | C(T) a#
u-a-(1-bgy CH(TYIT 1
+ + — + — | dn
M C(T)Yon n

—_ +, -
| M C(Tyob 1-0b
[ u-n ]} c(Tryor

da

u-a-n CYT)oT 1 } b

+ ————— e
. M o

C(T) de

L)

where

dw CYT) . T"(v) db  da dn 2dM
= AT dv— b T

(5.4)
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(—) <T’(U) means %—T>

C'(T) T"(v
()’ v,

u=-——7-T'()+
c(T) T'(

From (4.3), it can be shown that

*f(U)f'(U)Qe—f(U)) . Inb+1Inn

I 5 ' 0.
v 2(e — flv)) In 6 F)>
’ 2 . s 74 ; 2 1

T,,(U):f(u)f(v)( e {(U)) {j (v) +f (1) +f,(U)( o .*’j

2(e —ftuvd) Sy () ve~ vy 2e—flu)/

Inb+Inn
+ ——— "(v)>0.
in@

This implies u > 0.
5.1. The effect of changing the wage rate w

Theorem. [n the hierarchy model, if we consider w as a variable and keep other
parameters fixed; then

dm ) u(l-by-a-n 2\
(1 — == w<%—w 5 +—> <0,
dw ‘ M+ M/
5 duﬁ (1-b)-a-ndM
- dw M* dw
ds, 0" -b)ydm
(3) =— = >,
dw b-M- dw
) d/ _f’(u)(lwb)-wndM
dw M?* dw ’

where [=e— f(v) is the idle time of a group leader.

Proof. (1) By setting dn=de=da=db=d0=0 in (5.4).

(2) By differentiating (4.2): v=(1—b)-a-n- M~ with respect 1o w.

(3) By differentiating (4.1): v=(s, — 60 "b-a-n with respect to w, and using the
result of dv/dw.

(4) By differentiating: [/ =e — f(v) with respect to w, and using the result of du/dw.

5.2. The effect of changing the organization size n

Theorem. [n the hierarchy model, if we consider n as a variable und keep other
parameters fixed; then

d/VIA u(l~b)-a+C”(T) J() 1

= . + — | >0,
dn M C(T)Y nlné6 n

M- M

(h

{u(l—b)-aw 2!
——— 4+
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ds, (1 — )" dM

2) = <0,
dn b-M- dn
dH 1
(3) — = > s
dn nlnd
df/ ‘(W1 -—b)-a dM
" dr S 2__<M_n,_>.
dn M dn

Proof. (1) By settingdw=de=da=db=df#=01in (5.4), and using the differentiation
of (4.3) with respect to n.
(2) Together with the differentiation of (4.1):

d ds ds, (1—b)-q
—UZH_hb-a~n~—-——I—I+B:9‘hb.a.n._”+(__q
dn dn n dn M

and the differentiation of (4.2):

dv (1-b)-a dM
b U0z (), )
dn M

(5.5)

(3) By differentiating (3.1) with respect to n.
(4) By differentiatiang idle time: /=e — f(v) with respect to n, and using (5.5).

Remark. A simple computation yields that d//dn=0 if and only if C"(T)f(v)=
C'(T)In 6. In particular if C is a linear function then d//dn <0.

5.3. The effect of changing the mean interarrival time e

Theorem. In the hierarchy model, if we consider e as a variable and keep other
parameters fixed; then

dm C(T) f*v) 2M?

() de O e—f)ul—b)a n+2m "

—_— - - . h
%__(1 by-a-n-6 dM>O

1

(2) - 2 ]
de a-n-M“-b de
d/ ffwa-=>by-a-ndM
3 —=1- 3 —.
de M de

Proof. (1) By setting dw=da=dn=db=d6=0 in (5.4), and using the differentia-
tion of (4.3) with respect to e.

(2) Together with the differentiation of (4.1) and the differentiation of (4.2) (with
respect to e).

(3) Together with the differentiation of the equation: / =e — f(v) and the differen-
tiation of (4.2).
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Remark. A simple computation yields that if C is a linear function then dM/de=0
and d//de=1.

5.4. The effect of changing the initial complexities a

Theorem. [n the hierarchy model, if we consider a as a variable and keep other
parameters fixed, then

dm u-n 1ful-by-an 27
(1) —_—= || s+ — >0,
da M a M- M
dS/, 1-b /dxw
2) —_—=— s 9" —— <0,
da b-M- da
df ‘w1 -6 -n-(u-b-a-n-M d/
(3) ,_f( i ) ( );and~>0ift'u-b‘a-n>/\/l.

da Ml —b)-a-n+2M) da

Proof. (1) By setting dw=de=dn=db=df=0 in (5.4).
(2) Together with the differentiation of (4.1):
d!) db‘/,

)
=0 a-n="4+-=06""p-a-n
da da «a da 2

ds, (1-b)-n
— 4

and the differentiation of (4.2):

dv (1-b)-n dmMm
——— (M—~a—>, (5.6)
du M- da
(3) T w0 by e
3 —=—JWw—;0 .
da da Y
‘W(-b)-n/ dM
M= . da

and then by using the result of dM/da.
5.5, The effect of changing the ratio of complexities 8

Theorem. [n the hierarchy model, if we consider 6 as a variable and keep other
parameters fixed,; then

dMm M?*f(v) C"(T)Inb+1nn

(1) — = - :
dé u(l—=>by-a-n+2M C(T) 6(n )
ds,, (1=b)-a-n-0"dm
(2) — =1+b-a-n)y | h-v-6" "= —
30 (b-a-n) | v vz Y. >0,
dH Inb+1Inn
‘(3) - = < 3

40 eney?
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d/ "W =-b)-a-ndM
) o _r -t M _
déh M dé

Proof. (1) By setting dw=da=dn=db=de=0 in (5.4), and using the differentia-
tion of (4.3) with respect to #.

(2) Together with the differentiation of (4.1) and the differentation of (4.2) (with
respect to ).

(3) By differentiating (3.1) with respect to 6.

(4) Together with the differentiation of the equation: /= ¢ - f(v) and the differen-
tiation of (4.2) (with respect to 6).

S.6. The effect of changing the final complexities b

Theorem. /n the hierarchy model, if we consider b as a variable and keep other
parameters fixed; then

h dm u-a-n C"(T'y flv) 1 u(l—-h)-a~n+ 2]
—_— | —— + — _— — — ,
( db { M C(Tybmnb 1-b V° M|
ds,, 6" dM
(2) — = st (=b)-b—+ M|,
db (bM)~ | db
o dH 1
‘ db  blne
d/ an (1-=p)y-a-ndM
(4) — = f'(v) + 5 — .
db M M> db

Proof. (1) By settingdw =da=dn=d6f=de=01in (5.4), and using the differentiation
of (4.3) with respect to b.

(2) Together with the differentiation of (4.1) and the differentiation of (4.2) (with
respect to b).

(3) By differentiating (3.1) with respect to b.

(4) Together with the differentiation of the equation: / = e ~ f(v) and the differen-
tiation of (4.2) (with respect to b).

Remark. (I) If C is a linear function, then dM/db<0. (11) If dM/db>0, then
ds, /db<0 and d//db > 0.

6. Conclusions

The model presented in this paper discusses the uniting of the fundamental activi-
(¥ units in an organiation, to obtain coordination between the speed of the planning
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jobs and the cost of staffing. Under these assumptions, a quantitative model of the
hierarchy structure could be formed.

We have discussed the sensitivity analysis of the optimum structure, and obtained
many interesting properties: (1) If the wage rate increases then so does the span of
control of a given level, while both the idle time of a group leader and the number
of eroup leaders (in the whole hierarchy) decreases. (cf. Section 5.1). (2) 1f the
organization size increases then so does the number of group leaders and the height
of the hierarchy, while the span of control of a given level decreases: and the idle
time of a group leader decreases if the indirect cost function is a linear function.
(c.f. Section 5.2). (3) If the mean interarrival time of planning jobs increases, then
so does the span of control of a given level, while the number ot group leaders
decreases: and the idle time of a group leader increases it the indirect cost function
is a linear function. (c¢f. Section 5.3). (4) If the initial complexities ot planning jobs
increase then so does the number of group leaders, while the span of control of a
given level decreases. (cf. Section 5.4). (5) If the ratio between the complexities of
two immediately superior-subordinate reportings increases, then so does the span
of control of a given level, while the number of group leaders, the height of the
hierarchy and the idle time of a group leader all decrease. (cf. Section 5.3). (6) If
the final complexities of a planning job as it is finished by group leaders increase,
then so does the height of the hierarchy, while the number of group lecaders
decreases if the indirect cost function is a linear function. (c¢t. Section 5.6).

I-inally we are obliged to remark that this model is still incomplete in the following
respects: It ignores the question of how the organization should be classitied, and
the difference 1n the wage rates in different levels of the hierarchyv. These considera-
tions are important for the implementation of the theoretical results to the real situa-
tion, which are valuable questions to be studied further.
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