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ABSTRACT This paper proposes a classification algorithm based on ensemble neural networks. In the
training phase, the proposed algorithm uses a random number of training data to develop multiple random
artificial neural network (ANN) models until those ANN models converge. Those models with lower
accuracy than the threshold are filtered out. The remaining highly accurate models will be used to predict
the output in the testing phase. Meanwhile, the accuracy of ANN models is presented as a weighting value
in the testing phase. In the testing phase, the testing data are loaded into the selected ANN models to predict
the output class. The output values are multiplied by the corresponding weighting values of ANN models.
Then the weighted average of the outputs can be obtained. Finally, the predicted output is converted into
the predicted class. We design an augmented reality question answering system (AR-QAS) applying and
implementing the proposed algorithm on mobile devices. AR-QAS offers an interactive user interface and
automatically replies according to user’s queries. By comparing with the logistic regression method and the
ANN method, the experiment results demonstrate that the proposed algorithm offers the highest accuracy.

INDEX TERMS Data mining, artificial neural network, ensemble neural networks.

I. INTRODUCTION
In recent years, data mining has drawn much attention. This
technology provides an effective way of extracting useful
information or knowledge out of a big data set. The infor-
mation and knowledge can be used in many areas, such as
marketing analysis, fraud detection, customer retention and
so on [1].

Classification and prediction processes of data mining can
be used to indicate important data classes or predict future
data trends. Therefore, artificial neural network (ANN),
which can process non-linear and complex data even when
the data are noisy or the data relationship is unknown, is a
powerful data mining classifier [2]. However, the ANNmight
produce an incorrect training model with overfitting prob-
lems. Subsequently, this model will lead to an incorrect
prediction. In order to improve the accuracy of the existing
ANN algorithm, a classification algorithm based on ensemble
neural networks (ENNs), which uses a random number of
training data to develop multiple random artificial neural net-
work models for the promotion of existing ANN, is proposed
in this study.

The proposed algorithm includes two phases: the training
phase and the testing phase. In the training phase, multiple

random ANN models and the corresponding training data
are generated at first. Those training data are used to train
ANN models until those ANN models converge. However,
if a random number of training data include incur overfitting,
the accuracy of trained ANNmodels will decline. Thus, those
models with lower accuracy than the threshold will be filtered
out, and the remaining highly accurate ANN models will
be used to predict the output in testing phase. Meanwhile,
the accuracy of ANN models is presented as a weighting
value in the testing phase. In the testing phase, the testing
data are loaded into the remaining ANN models to predict
the output class. The output values are multiplied by the
corresponding weighting values of artificial neural network
models. Then the weighted average of the outputs can be
obtained. Finally, the predicted output is converted into the
predicted class. This study designs an augmented reality
question answering system (AR-QAS) which can apply and
implement the proposed algorithm on mobile devices.

AR-QAS offers an interactive user interface and automat-
ically replies according to user’s queries [3]. With the AR
technology, users can take picture of guiding flyers by their
mobile phones. While the image is recognized, 3D character
will be produced by AR technology. The QAS includes four
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steps in order to process and classify the input requirement
from users and responds with the appropriate classes of the
input queries which are accurate answers to the users. In this
study, logistic regression, existing ANN algorithm and the
proposed algorithm will be implemented in QAS and com-
pared to derive the best classification method according to
accuracy.

The remaining of the paper is organized as follows. The
literature reviews of machine learning algorithms for QAS
are discussed in Section 2. The proposed AR-QAS and the
classficiation algorithm based on ENNs are clearly illustrated
in Section 3. A case study of the proposed classification
algorithm along with the system evaluation and discussion
of the experiment results are given in Section 4. In Section 5,
the final conclusion, suggestion and future work are provided.

II. LITERATURE REVIEWS
Several studies modelized the QAS as information retrieval
and classification issues. The process of a QAS includes:
(1) retrieving the words by segmenting a query sentence,
(2) generating a vector space model (VSM) based on the
term frequency and inverse document frequency (TF-IDF),
and (3) performing a classification algorithm to determine a
suitable problem class based on the analysis of the VSM of
query sentence. Therefore, the the advantages and limitations
of classification algorithms (e.g., logistic regression, ANN,
and ENNs) are discussed in the following subsections.

A. LOGISTIC REGRESSION
In statistics, logistic regression is a type of probabilistic
statistical classification model [4]. It is also used to predict
a binary or dichotomous outcome variable [5]. The logistic
regression can be used to explore the relation between the
response variable and a number of explanatory variables. The
outcome variable has only two possible Classes which are
1 and 0 with the [6, Eq. (1)].

E(Y = 1|x) = π (x), (1)

where Y denotes the outcome variable, x denotes a value of
the independent variable and E is the expected value of Y ,
given the value x [5].
The logistic regression model can be written as

Equation (2).

0≤π (x)=
eβ0+β1x1+···+βkxk

1+ eβ0+β1x1+···+βkxk
≤ 1, (2)

whereπ (x) is the logistic transformation, and βk is parameter
of logistic regression model [6].

This model defines a curvilinear relation between the mean
of the response variable and the explanatory variables, which
is equivalent to Equation (3).

g(x) =
π (x)

1− π (x)
= eβ0+β1x1+···+βkxk , (3)

where g(x) is linear in its parameters andmay infinite depend-
ing on the range of x [6].

The logistic of the mean is linear in the parameters and
ranges from minus to plus infinity. The slope coefficient βk
which associated with an explanatory variable xi represents
the change in g(x) for an increase of one unit in xi [6].

B. ARTIFICIAL NEURAL NETWORK
The generalization of artificial neural network) is introduced
at first, including introduction and basic architecture. Next,
the back-Prorogation algorithm, one of most popular ANN
algorithm, establishes the weight in the multilayer and feed-
forward neural network.

C. GENERALIZATION OF ANN
ANN is non-linear mapping structures which imitate the
learning process of a human brain. Also, it consists of sim-
ple computational and highly interconnected units, which
are called neurons. Thus, ANNs are parallel computational
models and can process complex problems [7].

ANN has been developed as generalizations of mathe-
matical models of biological nervous systems. A first inter-
est in neural networks emerged from McCulloch and Pitts
introduced simplified neurons [8]. A neural network con-
sists of a set of connected cells, which are called artificial
neurons or nodes. The neuron receives impulses from either
input cells or other neurons, perform unique function of the
input and transmit the outcome to other neurons or to output
cells [7].

FIGURE 1. Multilayered neural network [8].

The basic architecture of a neural network has three layers,
as shown in Figure 1. The first layers of neural network
consist of input units that are known as independent variables.
The second layer is a hidden layer which links each input
neural and makes computation according to the provided
function. The last layer is the output layer to yield the final
results that are known as the dependent or response variables
from hidden layer.

A typical artificial neuron and the modeling of a mul-
tilayered neural network are illustrated in Figure 2. The
input signal flow xi is unidirectional. Both input signal
flows and neuron’s output signal O flows are indicated by
arrows. The neuron output signal O is given by the following
Equation (4) [8].

O = f (net) = f

(
i∑

i=1

ω,ix,i

)
, (4)
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FIGURE 2. An artificial neuron [8].

where wi is the weight of input signal flow xi and the function
f (net) refers to an activation function. The variable net is
defined as a scalar product of the weight and input vectors
are shown in Equation (5).

net = ωTx = ω1x1 + ω2x2 + ω3x3 + . . . + ωixi, (5)

where T is the transpose of a matrix.
The output value O is computed as [8, Eq. (6)].

O = f (net) = {1,if ω
Tx≥ϕ;

0,otherwise, (6)

where ϕ is called the threshold level.
This type of node whose output is as Equation (6) is called

a linear threshold unit [8].

D. BACK-PROROGATION ALGORITHM
The most popular form of neural network architecture is the
multilayer perceptron with back-prorogation algorithm. The
basic idea of the back-prorogation algorithm is the repeated
application of the chain rule computing the influence of
each weight in the network with respect to an arbitrary error
function [9]. The back-prorogation algorithm can be divided
into two phases: (1) forward Propagation phase; (2) weight
update phase. During the forward propagation phase, each
training data are inputted and propagated forward the network
to compute the output. Then the output is compared with the
target to calculate the delta of all output neurons and hidden
neurons. Next, during the weight update phase, the delta is
backward passed to each neuron and appropriately adjusts the
weight of all output neurons and hidden neurons in order to
minimize the error [10].

E. ENSEMBLE NEURAL NETWORKS
To prevent the overfitting problems, ENNs are proposed to
train ANNs and determine the classification results based
on the votes from the trained ANNs. The ENNs include the
following steps.
Step 1 (Perfroms the Classical Initialization): The number

of ANNs is defined in this step for the generation of ENNs.
Step 2 (Perfroms the Manipulation of Structure for Each

ANN): The number of layers in each ANN is defined in this
step to determine the structure of each ANN in the ENNs.
Step 3 (Perfroms the Manipulation of Layers for Each

ANN): The number of neurons in each layer of each ANN

is defined in this step to generate the layers of each ANN in
the ENNs.
Step 4 (Perfroms the Manipulation of the Training Data):

The partitions of trainind data set and attributes of VSM are
selected to train the weights between each two neurons for
each ANN model.
Step 5 Perfroms the Pruning Phase and the Combining

Phase): In the pruning phase, the trained ANN models with
lower accuracy can be dropped out. In the combining phase,
the remaining ANN models can be used to vote and estimate
classification results

F. SUMMARY AND DISCUSSIONS
This subsection summarizes the limitations of mentioned
classification algorithms and discusses the evolutions of these
algorithms for the design of QAS.Although logistic regession
algorithm could analyze the linear and non-linear relationship
between the eacn word and each class, the words of a query
sentence were assumed as independent varables. Therefore,
the larger errors might generated by the logistic regression for
the query sentence with dependent words. For the analysis of
dependent vectors in a VSM, the ANN algorithm was applied
to estimate the relationships amongwords in a query sentence
through hidden layers. However, the overfitting problems
might exist in the trained ANN model. Therefore, the ENNs
and dropout method were proposed to prevent overfitting
problems, so this study proposed and implemented a classifi-
cation algorithm based ENNs for QAS.

III. THE PROPOSED AR-QAS
An AR-QAS is proposed in this section. An overview and
the architecture of the AR-QAS are shown first. Secondly, the
classification algorithm based on ENNs for QAS is presented
in detail.

A. THE DESIGN AND IMPLEMENTATION OFSYSTEM
The architecture of AR-QAS is shown in at first. Next, the
complete flow of QAS is implemented and the techniques
used in QAS are presented.

1) OVERVIEW
The AR-QAS is implemented on the Android mobile phone,
which connect the with a cloud server through the Internet.
The complete architecture of AR-QAS is shown as Figure 3.
The AR-QAS includes two parts: (1) mobile phones and
(2) a cloud server. Themobile phone includes AR technology,
voice interaction techniques and a web server client. User
can use mobile device with the AR-QAS to scan particular
images. While the image is recognized, 3D character (i.e.,
Video) will be produced by AR technology [16]. Also, if the
user asks a question, the mobile device translates the question
into the text form by voice interaction techniques and the text
is send to QAS in cloud server to analyze the output of the
answer. In the end, the output of the answer is responded
to users by voice interaction techniques. The cloud server
comprises the QAS, external Application Programming
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FIGURE 3. The complete architecture of AR-QAS [17].

FIGURE 4. The flow chart of the QAS.

Interfaces (APIs), and a web service server. This cloud server
provides efficient computation power for the analysis of QAS
and processes the input requirement from the user [17].

2) QUESTION ANSWERING SYSTEM
A question answering system is a tool that can
automatically provide accurate answer according to user’s
question or requirement [3]. In this study, a user’s ques-
tion or requirement will be sent to Google speech recognition
API and transformed into text form with the input of the
QAS. There are four steps of the QAS: segmentation, VSM,
TF-IDF, and classification. The complete flow of the question
answering system including all steps and the used techniques
is shown in Figure 4.

Chinese Knowledge and Information Processing (CKIP)
system is a useful tool to segment Chinese sentences [18].

In this study, CKIP system segments the input sentences
into terms. After segmentation, terms will be transformed
into a vector by VSM according to the vector space [19].
Furthermore, the TF-IDF values of terms will be calculated
and taken as the weighting factors by considering that differ-
ent terms are not equally im-portant [20]. Finally, the input
query will be classified into the correct class by the classifi-
cation methods of data mining, such as logistic regression,
existing ANN and ENNs. After the process of the QAS,
the adaptive class to which the input question sked by the
user belongs will be revealed. The output of the QAS will
be returned to the user.

B. THE CLASSIFICATION ALGORITHM BASED ON ENNs
The QAS is modeled as a classification process, and the
classification algorithm based on ENNs is proposed. In this
section, the main objective and the core problem are first
introduced. Second, the definition of parameters that are
used in this section is presented and briefly explained. Third,
the detail and complete flow of the proposed classification
algorithm based on ENNs are introduced.

1) DESIGN ISSUES
ANN, which can process nonlinear and complex data even
when the data are noisy or data relationship is unknown [2],
is a powerful data mining classifier. However, the overfitting
issue of ANN may exist to produce an incorrect training
model. Subsequently, this model will lead to an incorrect
prediction. Therefore, this study designs a classification algo-
rithm that randomly trains several ANN models for the pro-
motion of existing ANN.

The proprosed algorithm includes two phases the same
as other data mining algorithms, training phase and testing
phase. In the training phase, a number of ANN models are
randomly generated at first. Second, a random number of
training data are used to train artificial neural networks. Third,
the networks with lower accuracy will be filtered out. Thus,
the remaining highly accurate artificial neural network mod-
els will be used to predict the output in testing phase. Mean-
while, the accuracy of artificial neural network is presented as
a weighting value in the testing phase. At last, in the testing
phase, the testing data are loaded into the remaining ANN
models with the high accuracy to predict the output class.
Output values are multiplied by the corresponding weighting
values of artificial neural network models and the weighted
average of the sum of total outputs can be obtained. Finally,
the predicted output is converted into the predicted class. All
the parameters that will be used for the introduction of the
proposed algorithm are defined and presented in Table 1.

2) THE PROPOSED ALGORITHM
The proposed algorithm based on ENNs includes two main
phases which are training phase and testing phase, which are
shown in Figure 5 and Figure 6. The detail of two phases is
presented in following subsections.
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TABLE 1. Definition of parameters for RBPNN.

3) PHASE 1: TRAINING PHASE
In the training phase, the proposed algorithm analyzes the
data to discover the pattern or rule and store it in the model
to recognize other unknown data.
Step 1 (Set Parameters): In the beginning of training phase,

five parameters are selected by users, including the number
of ANN M , the maximum number of hidden layers in each
ANN model hmax , the maximum number of neurons in each
hidden layer cmax , the ratio of training data to all data in
training phase r , and the accuracy threshold of each ANN
model wthreshold .
Step 2 (Retrieve Training Data From the Database): Each

record of training data is retrieved from the database.

TABLE 2. The ratio of each dataset in this study.

Step 3. (Create Random m ANNs): In this step, M ANN
models are randomly created by using selection parameters,
i.e. the classical initialization for ENNs. Moreover, the num-
ber of hidden layers hm is randomly generated between 0 and
hmax for each ANN model (i.e., the manipulation of the
ANN structure for ENNs) while the number of neurons cm
is randomly generated between 0 and cmax for each hidden
layer (i.e., the manipulation of the ANN layers for ENNs).

In addition, the ratio r of the training data to the total
number of training data dTRTR,m are randomly selected (i.e.,
the manipulation of the training data for ENNs). The rest
of training data dTETR,m will be used as testing data in the
following training phase. Therefore, themth ANNmodel will
be trained through different training data set dTRTR,m and
tested through different testing data dTETR,m in training phase.
Five datasets in Table 2 are considered and grouped in this
study.
Step 4 (Train ANN Models and Adjust Each Network

Weights and Constants): The random training data dTRTR,m
are used to trained each mth generated ANN models. The
learning cycle of ANN algorithm is as shown in Figure 7.
Step 4.1 (Generate Random Parameters in Each ANN

Model):
In this step, parameter is randomly generated in each ANN

model in the beginning, including the weighting vector ωm,j,g
and the constant θm,g of neural nodes. These randomly gener-
ated parameters will be revised in the following training steps.
Step 4.2 (Input Training data to Each ANN Model and

Calculate the Prediction Output): Each random record of
training data dTRTR,m are used to train each mth previous
generated artificial neural network models. Each neural node
applies an activation function (i.e. Sigmoid Function) to its
input, as shown in (7) and [2, Eq. (8)]:

f (netm,g) = f
(∑

ωm,j,gxm,i + θm,g
)
, (7)

om,g =
1

1+ e−netm,g
, (8)
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FIGURE 5. The training phase of the proposed algorithm.

where ωm,j,g is the randomly generated weight vector of each
neuron, θm,g is the randomly generated constant of the hidden
layers nodes and output layer nodes, and om,g is the output
vector.
Step 4.3 (Error-Correction Learning): The most common

error function minimized in neural networks is the sum of
squared errors [2]. The error value is backward passed to each
neuron and appropriately adjusts weights and constants so as
to minimize the error in its predictions, as shown in Eq. (9),
Eq. (10), Eq. (11) and [10, Eq. (12)].

The error of the neuron of output layer:

Em,g = om,g(1− om,g)(tm,g − om,g), (9) (9)

where tm,g is the target output, the function Em,g is the com-
puted output error at neuron g.
The error of the neuron of hidden layer:

Em,j = om,g(1− om,g)E∗m,gωm,j,g, (10)

ωm,j,g = ωm,j,g + η
∗E∗m,gom,j, (11)

θm,g = θm,g + η
∗Em,g, (12)

Where tm,g is the target output, the function Em,g and Em,j
are the computed output errors at neuron g and j, ωm,j,g is the
weight, θm,g is the constant and η is learning rate.
Step 4.4 (Repeat Step 4.2 to Step 4.3 for the Convergence

of the ANN): With convergence of the network, Step 4.2 to
Step 4.3 are repeated until the difference between the output
of current iteration and previous one is less than the threshold
level Tthreshold .
Step 5 (Test the Accuracy of ANN of Testing Data in Train-

ing Phase): After training all of ANNs, the performance of
ANN is validated by the rest of (1-r) testing data dTETR,m in
training phase. In addition, the average accuracy Am of each
ANN is calculated as the weight of each ANN.
Step 6 (Filter Out the ANN): These average accuracy Ai of

the ANN is compared with the accuracy threshold wthreshold .
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FIGURE 6. The testing phase of the proposed algorithm.

FIGURE 7. The learning cycle of artificial neural network.

If the average accuracy Am of the mth ANN is less than the
threshold level of accuracy wthreshold , its network will be
filter out (i.e., the pruning phase and the combining phase
for ENNs). However, the rest of K ANN models with higher
accuracy would be used to validate and test in the following
testing phase.

TABLE 3. Programming language and implementation platform of the
AR-QAS.

C. PHASE 2: TESTING PHASE
In this phase, the proposed algorithm uses the testing data dTE
to valid the remaining K ANN models, and predict the class.
Step 1: (Retrieve the Testing Data From the Database):

In testing phase, the testing data dTE are retrieved for the
prediction.
Step 2: (Predict the Class of the Input Data): The testing

data dTE in testing phase are inputted to K ANN models
from training phase. The output Ck can be calculated by
each k th ANN model and each Ck can be multiplied by the
corresponding weighting value Ak of the k th ANN model.
Then a weighted average of the sum of total weighted outputs
can be obtained.
Step 3 (Convert the Output to the Class of the Input Vector):

After predicting the weighted average of input data from K
ANN models, the predicted output can be converted into the
predicted class.
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TABLE 4. The 20 questions designed in this study.

IV. EVALUATION AND EXPERIMENTAL RESULTS
In this section, the experimental environment is pre-
sented first. The programming language and implemen-
tation platform are shown in the beginning. Second,
the design of experiment is introduced. A simple and active

example of using the proposed AR-QAS is given at
last to leave deeper impression to the readers. Third,
a case study is given for the demostation of the proposed
AR-QAS. Finally, the experimental results are analyzed and
discussed.
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FIGURE 8. A guiding flyer of Taipei MRT-Bannan Line.

A. EXPERIMENTAL ENVIRONMENT
The AR-QAS is implemented by Java language. The
AR-QAS in this study is a program as an application and
runs on the mobile devices which use Android operating
system. The information about programming language and
implementation platform of the AR-QAS is in detail in
Table 3. In addition, the classificationmethod of the AR-QAS
is implemented by R language. The version of R language
is 0.98.501 issued by RStudio, Inc. from 2009 to 2013.
Moreover, QCAR (Qualcomm Augmented Reality)
APIs (Application Programming Interfaces) are applied for
the implementation of AR functions in the proposed system.

B. EXPERIMENT DESIGN
In this study, 20 questions were designed, as shown
in Table 4. 30 users, who are 15 men and 15 women, had
participated in the experiment and were asked the 20 ques-
tions. 600 collected sentences were produced in the experi-
ment. Moreover, this study used k-fold cross-validation [21]
to measure the performance of the AR-QAS. Training and
testing were executed 20 times (i.e., k = 20). In iteration,
collected sentences were selected as the test corpus. There-
fore, the test corpus would have only one collected sentence
of each suggested question in each iteration. The rest of the
collected sentences were then used in the training phase to
train the system for the values provided by each question.

C. CASE STUDY
A guiding flyer of Taipei MRT-Bannan Line introduces some
Hot Spot in Taipei, as shown in Figure 8. User can use their
camera on the mobile phone at the guiding flyer and scan the
image of the flyer. An introduction video is generated by AR
technology on the mobile phones, as shown in Figure 9.

Users can touch the screen and start to ask questions. For
example, users can ask a question like ‘‘101
(101 Dàlóu you duō gāo)’’ that is ‘‘What is the height of
Taipei 101’’. The question asked by users is translated to the
text by Google speech recognition API and sent to the QAS
on the cloud server. After the process of the QAS, the output,

FIGURE 9. The flow chart of the QAS.

that is the answer, is transformed into voice and responded
to users by the technique of text-to-speech on mobile phones.
In this example, a corresponding answer is provided, ‘‘The
height of Taipei 101 is 508m. The Taipei 101 tower comprises
101 floors above ground and 5 floors underground, and is the
fourth highest building in the world’’.

D. RESULT ANALYSES
This study uses R language for the evaluation of theAR-QAS.
This study compared three data mining algorithms (i.e., logis-
tic regression, artificial neural network and random back-
propagation neural network) to predict the question. The
comparison of four measurement, accuracy, precision, recall
and F-measure, among each algorithm is presented in this
study.

For the ANN and the proposed algorithm, different archi-
tectures were evaluated in each iteration. After that, the archi-
tecture with high accuracy was selected. For ANN algorithm,
the architecture of ANNwith 139 input neurons of input layer,
4 hidden layers, 10 neurons of first hidden layer, 30 neurons
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FIGURE 10. Comparison of accuracy among logistic regression, ANN and
the proposed algorithm.

of second hidden layer, 20 neurons of third hidden layer,
10 neurons of fourth hidden layer and 1 neuron of the output
layer results in the highest accuracy of 94.50% among other
architecture of ANNs. For the proposed algorithm, the archi-
tecture of the proposed algorithm includes 139 input neurons
of input layer, 10 random neural networks, maximum 4 of
hidden layer of each network, maximum 30 of neurons of
each hidden layer, the weight threshold of 93% and 1 neuron
of the output layer results in the highest accuracy of 94.83%
among other parameters of the proposed algorithm.

The comparison of accuracy among logistic regression,
ANN and the proposed algorithm is presented in Figure 10.
The average accuracies of logistic regression, ANN, and
the proposed algorithm are 92.83%, 94.50%, and 94.83%,
respectively. The experimental results show that the accuracy
of the proposed algorithm is superior to the other twomethods
and is suitable for this case study.

V. CONCLUSION AND FUTURE WORK
In the last section of this study, a review of the contribution
of this paper is presented first. The future work and improve-
ment are given at the end of this study.

A. CONCLUSIONS
This study designs an augmented reality question answering
system (AR-QAS) on mobile devices to apply and implement
the proposed algorithm. AR-QAS can offer user active inter-
action and automatically reply according to user’s queries [3]
The AR-QAS receives input requirement form the users and
responds with the appropriate classes of the input queries
which are accurate answers to the users.

In our experiment, the logistic regression retains the accu-
racy of 92.83%, the precision of 93.13%, the recall of 92.83%,
and the F-measure of 92.79%. The ANN has the accuracy
of 94.50%, the precision of 94.76%, the recall of 94.50%,
and the F-measure of 94.45%. Our proposed algorithm pos-
sesses the accuracy of 94.83%, the precision of 94.98%, the
recall of 94.83%, and the F-measure of 94.81%. The result
demonstrates that the performance of the proposed algorithm,
which can filter out the incorrect ANN models, is the best.
In consequence, the proposed algorithm can be utilized to the
implemented AR-QAS in the similar applications.

B. FUTURE WORK
As mentioned in Section 3.2, the proposed algorithm is
restricted by the failure of time complexity. Therefore, future
researchers can evaluate the importance of accuracy and
the consumed times in order to find the appropriately data
mining method. Meanwhile, as data mining has drawn much
attention, how to find the appropriately data mining method
to turn the data into the useful information and knowledge
in different fields is the important topic in recent years.
However, in this study, the proposed algorithm is imple-
mented in augmented reality question answering system. The
proposed algorithm can apply to many other areas in the
future to valid that whether the proposed algorithm is better
than existing ANN algorithm in different fields.

In the case study of AR-QAS, the proposed algorithm was
applied to resolve the classification problems of QAS for the
analyses of users’ queries. However, this study implemented
QCAR APIs to perform image recognition and provide AR
services without our own technology. In the future, the pro-
posed algorithm can be used to recognize images for the
applications of AR.
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