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SUMMARY  The on-chip interconnection network (OCIN) is an inte-
grated solution for system-on-chip (SoC) designs. The buffer architecture
and size, however, dominate the performance of OCINs and affect the de-
sign of routers. This work analyzes different buffer architectures and uses
a data-link two-level FIFO (first-in first-out) buffer architecture to imple-
ment high-performance routers. The concepts of shared buffers and mul-
tiple accesses for buffers are developed using the two-level FIFO buffer
architecture. The proposed two-level FIFO buffer architecture increases
the utilities of the storage elements via the centralized buffer organization
and reduces the area and power consumption of routers to achieve the same
performance achieved by other buffer architectures. Depending on a cycle-
accurate simulator, the proposed data-link two-level FIFO buffer can real-
ize performance similar to that of the conventional virtual channels, while
using 25% of the buffers. Consequently, the two-level FIFO buffer can
achieve about 22% power reduction compared with the similar performance
of the conventional virtual channels using UMC 65 nm CMOS technology.
key words: two-level FIFO buffer, centralized shared buffer, router, on-chip
interconnection network

1. Introduction

System-on-Chip (SoC) designs are an integrated solution for
merging processor elements (PEs) or intellectual properties
(IPs) in communications, multimedia and consumer elec-
tronics. A successful SoC design depends on the availabil-
ity of methodologies that allow designers to meet two major
challenges — the miniaturization of a device and intercon-
necting features, and ultra-large-scale of circuit integration.
Modern SoC designs face a number of problems caused by
the communication among multiple PE’s. Thus, using an
on-chip bus to create a platform is a solution for SoC de-
signs. This on-chip bus platform provides interfaces be-
tween multiple processor elements and verification environ-
ments [1]. However, the requirements for on-chip communi-
cation bandwidth and processor elements are growing con-
tinually beyond that which can accommodate standard on-
chip buses. Moreover, advanced SoC designs using nano-
scale technologies face a number of challenges. First, the
shared bus architecture will become a development-critical
factor for integration with an increasing number of proces-
sor elements. Existing bus architectures and techniques are
not scalable, and cannot meet the specific requirements as-
sociated with low power and high performance [2]. Second,
the interconnect delay across the chip exceeds the average
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clock period of IP blocks. Thus, the ratio of global inter-
connect delay to average clock period will continue increas-
ing according to the International Technology Roadmap for
Semiconductors (ITRS) [3]. Third, advanced technologies
increase the coupling effect for interconnects, such as capac-
itive and inductive crosstalk noise. The increasing coupling
effect aggravates power-delay metrics and degrades signal
integrity [4]. Fourth, system design and performance are
limited by the complexity of the interconnection between
the different modules and blocks with a single clock design
[3]. Asdesign complexity continues to increase, a global ap-
proach is required to effectively transport data and manage
on-chip data communication.

Network-on-chip (NoC) designs were investigated as
a method for dealing with a number of challenges caused
by the scale and complexity of next generation SoC de-
signs [5]. Furthermore, on-chip interconnection networks
(OCINs) provide the micro-architecture and the building
blocks for NoCs, including network interfaces, routers and
link wires [6],[7]. The generic OCIN is based on a scal-
able network, which considers all requirements associated
with on-chip data communication and traffic. OCINs have a
few beneficial characteristics, namely, low communication
latency, low energy consumption constraints, and design-
time specialization. The motivation in establishing OCIN's
is to achieve performance using a system communication
perspective.

Routers are the essential components of OCINs. Fig-
ure 1 shows a generic router architecture, consisting of a
set of input buffers, an interconnect matrix, a set of output
buffers and control circuitries, including a routing controller,
an arbiter and an error detector. The control circuitries serve
ancillary tasks and implement some functions of the control
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Fig.2  (a) A router with the centralized buffer (b) A generic router.

flow protocol. Additionally, the interconnection matrix can
be implemented using a single crossbar or by cascading var-
ious stages. The control circuitry and interconnection matrix
are key components of routers [8]. Furthermore, the buffers
significantly increase the overall performance and decrease
the complexity of control policies [9], [10]. The buffers al-
low for local storage of data that cannot be routed imme-
diately. Unfortunately, queuing buffers have high costs in
terms of area and power consumption; thus, implementa-
tions of OCIN design strive against limited buffer size. In
the realm of on-chip buffer design, both size and organiza-
tion are directly related to performance and power consump-
tion of the OCIN [11]. Buffer size in particular has been
thoroughly investigated in [12]-[15]. If a design lacks suffi-
cient buffer space, buffers may fill up too fast to decrease the
overall performance; conversely, over-provisioning buffers
clearly wastes scarce area resources. Thus, in this work,
buffer utilization is optimized via a centralized buffer in a
router as shown in Fig. 2(a). Compared with a generic router
as shown in Fig. 2(b), a centralized buffer has a shared buffer
mechanism allowing channels to share the centralized buffer
with sufficient buffer space.

A data-link two-level FIFO (first-in first-out) buffer ar-
chitecture with the centralized shared buffer is proposed in
this paper. The proposed two-level FIFO buffer architecture
has a shared buffer mechanism allowing the output channels
to share the centralized FIFO with sufficient buffer space.
Additionally, the proposed architecture reduces the area and
power consumption to achieve the same performance. The
remainder of this paper is organized as follows. Section 2
compares and analyzes different buffer architectures and dif-
ferent circuit implementations. The concept of the proposed
two-level FIFO buffer architecture is presented in Sect. 3.
Section 4 describes the behavior and circuit implementation
of the data-link two-level FIFO buffer for the router. The
associated two-level FIFO buffer architectures are presented
in Sect. 5. Section 6 shows simulation results. Finally, Con-
clusions are given in Sect. 7.

2. Buffer Implementations and Architectures
The queuing buffer is adopted for routers or network inter-

faces to store un-routed data. Buffer size and management
are directly linked to the flow control policy which affects
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Fig.3 Head-of-line blocking problem induced by insufficient buffer.

OCIN performance and resource utilization [8]. Buffer ar-
chitectures can be classified by their location and circuit im-
plementation of buffers. Queuing buffers consume the most
area and power among composing blocks in OCINs [10],
[16]. However, insufficient buffer size induces head-of-line
blocking problems. Figure 3 shows an example of the head-
of-line blocking problem. When head data of a virtual chan-
nel cannot be routed and data behind the head data are occu-
pying queuing buffers, network performance is decreased.
Nevertheless, head-of-line blocking problems reduce the
network performance and increase power consumed dur-
ing on-chip data communication. Therefore, head-of-line
blocking is a key factor when evaluating different buffer ar-
chitectures.

The buffer circuits can be implemented using registers
(flip-flops) or SRAM according to the buffer sizes. For large
capacity queuing, the SRAM-based queuing buffer with sep-
arated read/write ports is preferred over a register-based
buffer [17], [18]. However, SRAM incurs large latency over-
head [10]. For achieving high-performance OCINSs, register-
based buffers are usually realized in the routers with small
buffer sizes. Since register-based implementations have a
limited capacity due to rapid increasing power consumption
and circuit area [11],[16]. In most OCINs, register-based
buffers are adopted to provide high bandwidth of on-chip
data communication. Consequently, register-based buffers
can be classified into four different implementations — (a)
Shift Register, (b) Bus-In Shift-Out Register, (c) Bus-In
Bus-Out Register, and (d) Bus-In-MUX-Out Register [6].

For the Bus-In register, an arrival packet can be stored
in all registers. However, as queuing capacity increases, the
driving ability of the sender should be increased for large
fan-outs. For the Bus-Out register, all register outputs are
connected to a shared output bus via tri-state buffers. The
parasitic capacitance of tri-state buffers will increase both
delay and power consumption. Therefore, the Bus-In MUX-
Out Register with output multiplexers can be utilized to
eliminate the parasitic capacitance of tri-state buffers.

Depending on the location of queuing buffers, buffers
can be placed before or after the interconnection matrix in
a router; these buffers are the input buffer and output buffer,
respectively. To be sure, input buffers and output buffers dif-
fer. If a data word is delayed in a router with input buffers, it
will stall all data words arriving at the same input. None can
be processed until the first data word has been forwarded
successfully. With output buffers, this situation differs be-
cause switching is performed prior to buffering. If a router
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Fig.4 Diagram of input buffer, middle buffer and output buffer.

cannot send data through one of its outputs, the buffers at
that output will fill up. However, congestion on outputs has
no immediate influence on inputs; that is, successive data
words can still be received. An architectural disadvantage
of output buffering is that in one cycle, data from multiple
input ports may be written to the same output port. Never-
theless, a multiple-access buffer can be implemented in par-
allel at the output to deal with this shortcoming. Both output
buffers and input buffers can cause the head-of-line block-
ing problem and stall input data. Figure 4 shows the input
buffers, middle buffers and output buffers in routers. During
middle buffering, the buffer placement moves to the mid-
dle of switching circuits. Middle buffer architectures have
O(N?) buffer blocks for an N-port router, while input and
output buffering architecture only have O(N) buffer blocks.
The middle buffer architecture, however, can reduce the ef-
fects of head-of-line blocking via multiple virtual channels
during switching. This is a trade-off between traffic prob-
lems and buffer sizes.

Since buffer resources are costly in resource-
constrained OCIN environments, minimizing buffer size
without adversely affecting performance is essential. How-
ever, based on observed traffic patterns, buffer size and ar-
chitecture cannot be changed dynamically during opera-
tion. Therefore, some approaches [11], [12] optimize pre-
determined buffer size during the design stage via a de-
tailed analysis of application-specific traffic patterns. Ad-
ditionally, static virtual channel allocation techniques were
proposed to optimize the performance, area and power for
target applications based on the traffic characteristics [14],
[19].

For general-purpose and reconfigurable SoC executing
different applications, advanced buffer architectures maxi-
mize the utilization of buffers under different traffic patterns
in NoC applications. As virtual channels are not equally
used in different applications, dynamically allocated multi-
queue (DAMQ) buffer schemes were proposed to share
a common buffer [20]-[23]. However, these approaches
are not suited to OCIN implementation, which is typically
resource-constrained [24]. Moreover, NoC applications are
intolerant of large latency against the quality of service con-
straint. Hence, in view of resource and latency overhead, dy-
namic virtual channel allocation schemes were proposed to
maximize throughput for resource-constrained OCIN [24]-
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[28]. Figure 5(a) shows the concept of dynamic virtual
channel allocation techniques to share the virtual channels
and arbitrate output packets based on the traffic conditions.
The dynamic virtual channel regulator (ViChaR) proposed
in [24] introduced a unified buffer structure that dynami-
cally allocated virtual channels and buffer resources based
on network traffic patterns. The ViChaR has the unified
buffer structure and unified control logic. The unified buffer
structure shares buffers in virtual channels for each input
port. Additionally, the unified control logic controls the ar-
riving/departing pointers and virtual channel allocation of
each virtual channel via virtual channel control tables and
dispensers. However, the hardware overhead would increase
non-linearly. In view of this, other dynamically-allocated
virtual channel architectures were proposed by inspecting
the physical link state and speculating the packet transfer-
ring [25]-[28]. However, when the shared buffers of an in-
put port are full, these approaches do not provide a mech-
anism for accessing the buffers of other virtual channels at
other input ports. Furthermore, the performance of these dy-
namical virtual channel allocation schemes is also limited
due to the resource-constraints of the pointers and virtual
channel control tables.

Figure 5(b) shows the centralized shared buffer archi-
tecture that maximizes buffer utilization [29]-[31]. Shared
buffer architectures are implemented by centralized buffer
organizations, which dynamically alter the buffer size for
different channels. The input packets from different ports
can access all buffers without any head-of-line blocking.
This architecture enhances OCIN performance regardless
of traffic type. Shared buffering, in addition, achieves the
best buffer utility with the fewest memory elements. We
have proposed a two-level FIFO buffer architecture to re-
alize the centralized shared buffer via a pointer scheduler
[29]. However, the limited size of the pointer scheduler still
reduces the performance of the centralized shared buffer.
Therefore, other centralized shared buffer architectures en-
hance the buffer utilization via allocation tables [30], [31].
Nevertheless, the control mechanisms of these shared buffer
architectures are more complex than those of other buffer
architectures and increase the pipeline stages. Hence, the
new proposed data-link two-level FIFO buffer architecture
is utilized as the shared buffer architecture to simplify the
shared buffer architecture and achieve better performance
than other buffer architectures while not increasing buffer
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size.
3. Concept of Two-Level FIFO Buffer Scheme

The proposed two-level FIFO buffer is constructed by a cen-
tralized level-2 FIFO and distributed level-1 FIFOs at out-
put channels. Figure 6 illustrates the data flow of the two-
level FIFO buffer scheme. The distributed level-1 FIFOs
performs output queues for output channels, and the cen-
tralized level-2 FIFO is a unified shared buffer for all output
channels. The purposes of distributed level-1 FIFOs is to
provide a linear increasing of the FIFO sizes to retrieve the
fixed sizes of the centralized level-2 FIFO. The operation
of the two-level FIFO buffer is described as follows. Af-
ter switching packets, the packets are dispensed to the dis-
tributed level-1 FIFOs of output channels. If the distributed
level-1 FIFO is full or congestion exists in an output chan-
nel, packets are dispensed to the centralized level-2 FIFO
to prevent head-of-line blocking problems. The centralized
level-2 FIFO reduces head-of-line blocking problems via
a unified shared buffer to increase the OCIN performance.
This unified shared buffer is utilized for all input/output
channels that can access all memory elements in the shared
buffer. Moreover, the multiple-access mechanism of the
shared buffer is also provided for all input/output channels
to keep the data flows in OCINs. Therefore, the input/output
channels can send/get data to/from the shared buffer at the
same time slot via multiple accesses of the shared buffer.
Additionally, the centralized level-2 FIFO maximizes buffer
utilization. In view of the operation of the two-level FIFO
buffer, the arbiter only manages the order of switching pack-
ets in output channels.

The centralized level-2 FIFO achieves shared buffering
using data-link-based FIFO. Figure 7 presents the concept
of the data-link-based FIFO, which takes advantage of data
continuity in an FIFO queue. Each slot in the data-link-
based FIFO has two stored fields, the data field and linker
field. In a slot, the data field stores a flit and linker field
stores the address of the next slot, which may not be the ad-
jacent slot in the data-link-based FIFO. In the other words,
the linker[i] will store the address of the flit[i+1] in the same
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FIFO queue. Therefore, the read controller reads the next
datum depending on the address stored in the linker field.
The two-level FIFO buffer scheme can be employed
at the flit level or packet level depending on flow con-
trol techniques, store-and-forward switching, virtual cut-
through switching or wormhole switching [32]. Wormhole
flow control was proposed to improve performance at the
flit level and relaxes the constraints on buffer sizes. There-
fore, the wormhole switching technique is the most popu-
lar switching technique in packet-switching-based OCINs
[33]-[35]. At the flit level, when more than one packet
are sent to the same output, the links between these pack-
ets cannot be constructed. Therefore, the two-level FIFO
buffer needs an extra linker table to record the linked ad-
dresses if the tail flit of the front packet is not arrived. Fig-
ure 8 gives an example of the two-level FIFO buffer scheme
based on a Sinput/Soutput router in a mesh OCIN at the flit
level. Therefore, this router is connected to the east router
(E), south router (S), west router (W), north router (N), and
processor element (P). The flits in the neighbor routers will
be dispensed to this router. The first capital letter of a flit in-
dicates the output port of the flit, and the second capital let-
ters (.H, .D and .T) represent the header flit, data flit and tail
flit in a packet, respectively. In the two-level FIFO buffer,
the first two capital letters indicate the input port and output
port of this packet. For example, ES means a packet has an
EN turn in this router. In other word, this packet is from the
east router, and will be dispensed to the north router. For the
output channel S, the packet order is ES-NS—PS-PS, and
the centralized level-2 FIFO will construct the links in the

Slot B
[ Initial Point —»{ Fiit{0] | Linker[0] |

Data Field _Linker Field

Al Fi[2] . :

5 Frio Fiit(1] | Linkerd] | Slot E

c

D SlotA [ Fiit] | ]
e[ Fit] | SlotA -

F

Data-link-based FIFO
Fig.7  Concept of the data-link-based FIFO.

v ) Centralized
Flits in neighbor routers LWFIFO Linker Table
Node E Slot2 Data__Linker eT[ 5
Node S —> Slot o[ *p i
Node W [N.T[N.D[N.D} siot4 | siot 1[WN.H| 9 ST
Node N Slot 12 Slot2| *E el
Node P Slot 0 Slot3|PSH| 0 NT| 6
S - Slot 4[ *w &y
e e e
9 ] . o .
g"f Eso| L'[sNA|  sot7[Esol 2 kRefagAtddresss
< NS ES.D SN EN.T Slot 8| PS.T 3 of Output
& ESH + EN.D Slot 9[WN.D| 4
ES EN Slot10]NS.D| 12 Read Address
Output S Output N Slot11[ SN.T| 1 of Output N
Distributed Level-1 FIFOs ~ Slot12| *N
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linker fields based on the packet order. The linker field will
store the address of the linked slot. The read address of each
output channel denotes the first flit in the centralized level-2
FIFO. When the router N sends a request for this router, the
distributed level-1 FIFO will dispense the EN.D flit to the
router N, and the flit in the slot 11 will be transferred to the
distributed level-1 FIFO. At the same time, the read address
of output N will be changed to slot 1. Additionally, the data
flit from the router W will be stored into slot 4 that is linked
to slot 9. In this example, the packets from E, N and P are
routed to the output S, and the order of these packets is E—
N-P. The header flit of packet N should be linked to the tail
flit of packet E. However, the tail flit of packet E is not dis-
pensed to this router yet. In view of this, the two-level FIFO
buffer scheme needs an extra linker table to reconstruct the
link by recording the linker for the tail flit.

4. Two-Level FIFO Buffer Architecture

The two-level FIFO buffer architecture is implemented us-
ing register-based buffer and consists of a data-link sched-
uler, distributed level-1 FIFOs, and a data-link-based cen-
tralized level-2 FIFO. Figure 9 shows the architecture of
the data-link two-level FIFO buffer. The operation of the
two-level FIFO buffer router is briefly described as fol-
lows. When input packets arrive at the two-level FIFO buffer
architecture, the header decoder first de-multiplexes input
data from header information. The data-link scheduler then
schedules empty buffers and sends de-multiplexed data to
the centralized level-2 FIFO. The link scheduler records the
address of the output buffer in the linker fields. When ac-
knowledge signals are asserted from the next stage, the dis-
tributed level-1 FIFO will transfer output data. Moreover,
the data-link scheduler transfers the address, which indi-
cates the bottom of the output buffer, to the centralized level-

Read/Write Signals

L

T
S
S _ o
£3 . Centralized
S U» P
=3 o > > Level-2 FIFO
S, [Q],
22 i |8
So | &)
gm H = H
e
T8 ®>
33 by
@ g
=
«

)

o

e

5

=

w

o

= H

@ :

o !

E '

@ >

@

=

=)

Traffic e v v ¢ \ Ay y v

Acknowledge
signals from g 8-
neighbor nodes _ i

Output packets

O4dld L-I8nedT
painquisig

Fig.9  Two-level FIFO buffer architecture in routers.

IEICE TRANS. FUNDAMENTALS, VOL.E94-A, NO.11 NOVEMBER 2011

2 FIFO. The centralized level-2 FIFO delivers accuracy data
to the level-1 FIFO. The details of the functional blocks in
the two-level FIFO buffer architecture are described as fol-
lows.

4.1 Header Decoder and Routing

The packets delivered from processor elements contain
headers and payloads. The headers describe the paths the
packets will go through. Header information depends on
the routing algorithm and OCIN architecture. The two-level
FIFO bufter scheme can be employed for both deterministic
routing and adaptive routing algorithms.

4.2 Data-Link Scheduler and Centralized Level-2 FIFO

The data-link scheduler and centralized level-2 FIFO are
kernel blocks of the two-level FIFO buffer architecture. Fig-
ure 10 shows block diagrams of the data-link scheduler
and data-link-based centralized level-2 FIFO. The data-link
scheduler consists of a write generator, a wordline encoder,
a linker table and linker fields that record the addresses of
linked data. The centralized level-2 FIFO is constructed us-
ing a read controller and data fields. For k flits in the two-
level FIFO buffer, the data fields and linker fields are imple-
mented by k slots (words), which can be accessed via write
control signals (wordlines). Each slot contains m-bits in the
data field and log,(k)-bits in the linker field. Restated, the
width of the linker fields is log,(k)-bits to record the linked
addresses. The width of the data fields is m-bits, and de-
pends on the physical size of a flit.

The data-link scheduler creates links among output
channels using the write generator and linker fields. The
write generator generates the writing wordlines for the data
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Fig.10  Data-linked based centralized level-2 FIFO and data-link
scheduler.
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fields to write input flits. While asserting the writing word-
lines for the data fields, the linked addresses are produced
using the wordline encoder. The wordline encoder en-
codes these writing wordlines and feeds the encoded ad-
dresses (linked addresses) into the linker fields to create
links. Therefore, the write generator also latches writing
wordlines of the data fields for the linker fields to record
the addresses of the next arrival flits. Thus, the switching
circuits of the router are utilized in the write generator and
data fields based on the link information. Clearly, the read
controller obtains addresses from the linker fields to read the
next flits of the output channels in the data fields. Hence, the
read controller reads the output flits and linked addresses at
the same time, and latches the linked addresses for the next
transaction. Restated, when the data have been read from the
data fields, the read controller records the reading addresses
of the data fields to read the next address of the first-in da-
tum in output queues from the linker fields.

The centralized level-2 FIFO provides unified shared
buffer and a multiple-access mechanism. In the centralized
level-2 FIFO, each slot (word) of the data fields contains m
bits to store input data. The linker field is constructed us-
ing log,(k) bits for storing the addresses of the next datum
in queues. Figure 11 shows the schematic of the central-
ized level-2 FIFO. The data fields and linker fields are both
implemented by the Bus-MUX-In MUX-Out registers. For
the Bus-MUX-In register, an arrival packet from all possi-
ble input channels can be stored in all FIFO cells via the
writing MUX, which is designed to select the input chan-
nel. The Bus-MUX-In structure provides multiple accesses
for the unified shared buffer. Additionally, the Bus-MUX-
In structure also performs the switching circuits depending
on information from the arbiter and write generator. The
arbiter determines the order of packets in an output chan-
nel and transfers the routing and arbitration information to
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the write generator first. Thus, the write generator switches
the Bus-In data into appropriate words by writing wordlines
and writing MUXs. Further, depending on switching condi-
tions, the write generator transfers writing wordlines to the
wordline encoder and creates links. The read controller and
reading MUXs decode link addresses and send output data
to the distributed level-1 FIFO.

4.3 Distributed Level-1 FIFO

The distributed level-1 FIFOs are designed as output queues
located in output channels. Hence, the distributed level-1
FIFOs are implemented using Bus-In Mux-Out registers for
shallow output queues. The purpose of distributed level-1
FIFOs is to provide a linear increasing of the FIFO sizes
to retrieve the fixed sizes of the centralized level-2 FIFO.
Therefore, the size of the distributed level-1 FIFO is usu-
ally small, and the Bus-In MUX-Out register is preferred.
Moreover, the distributed level-1 FIFOs pre-fetch flits from
the centralized level-2 FIFO and to keep the data flow when
other output channels are congested.

4.4  Arbiter

The arbiter determines the order of multiple accesses in the
same cycle. When more than one packet at different input
ports requires the same output port, the arbiter prioritizes the
packets. The arbitration algorithm, however, relies on buffer
sizes. When buffer size is insufficient, the complexity of
the arbiter algorithm increases to eliminate traffic problems.
The two-level FIFO buffer architecture provides sufficient
buffer sizes using the shared buffer mechanism and multiple
accesses for output buffers. That is, the arbiter only decides
the order of packets from different input channels when the
header flits of these packets arrive at the same time.

The design of the arbiter in the two-level FIFO buffer
depends on the characteristic of the routing algorithm. For
deterministic routing algorithms, the arbiter can decide the
packet order based on the traffic information in the next
router. Figure 12 give an example of the arbitration policy.
Both packets A and packet B are routed from the left router
to the right router. However, the output channel of packet
B is congested. If the priorities of packet A and B are at
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the same level, the order of packet A is in front of packet
B. For adaptive routing algorithms, the output of next router
cannot be determined in this router. To avoid starvation with
low-priority packets and ensure transmission speed of high-
priority packets, the two-level FIFO buffer architecture uses
the time division multiple access (TDMA) arbitration algo-
rithm, which can be implemented by a counter to transfer
priorities for successive input ports. Packet priority deter-
mines the position of a packet in the output channel.

5. Associated Two-Level FIFO Buffer Architecture

The two-level FIFO buffer architecture has a unified shared
buffer to eliminate head-of-line problems by the data-link-
based FIFO and multiple-access mechanism. However,
based on the register-based buffer, the power and area over-
head of multiple accesses for the centralized level-2 FIFO
increases rapidly as the number of output channels in-
creases. Therefore, a trade-off exists between buffer utili-
ties and the power overhead of multiple accesses. That is,
the centralized level-2 FIFO can be divided into subgroups
for specific output channels. Figure 13 shows the different
associations between the distributed level-1 FIFO and cen-
tralized level-2 FIFO for 8 output channels. The central-
ized level-2 FIFO can be deconstructed into different sub-
groups — two-way association, four-way association, full
association or hybrid association. The higher association be-
tween the level-2 FIFO and level-1 FIFO will increase buffer
utilities of the two-level FIFO buffer. That is, each output
channel can access an increased number of buffers in the
higher association. Moreover, the physical size of the linker
field decreases with the increasing association. Assume the
number of available buffers in the centralized level-2 FIFO
is k slots. For the m-way association two-level FIFO buffer
in an n-port router, the total size of the linker fields is as
Eq. (1).

Total Linker Size = — logz( ;{ ) (D
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Fig.14  Router architecture with distributed shared buffer(DSB) [31].

6. Simulation Results

In this section, a cycle-driven simulator is used to evaluate
different buffer architectures in SystemC, including output
buffer, middle buffer, ViChaR [24], distributed shared buffer
(DSB) [31] and the proposed two-level FIFO buffer. The
middle buffer architecture establishes multiple virtual chan-
nels during switching to reduce head-of-line problems via
static virtual channel allocation. The ViChaR architecture
provides unified buffer structures at input ports as dynami-
cal virtual channels. Rather than buffering data at the out-
put ports, a DSB router as shown in Fig. 14 uses two cross-
bar stages with buffering sandwiched in between. Incoming
packets are assigned to one of the middle memory buffers
with two constraints. First, incoming packets that are arriv-
ing at the same time must be assigned to different buffers.
Second, an incoming packet cannot be assigned to a buffer
that already holds a packet with the same departure time.
Additionally, different buffer architectures are also evalu-
ated with different routing algorithms, including XY rout-
ing, DyXY [36] and an adaptive routing [37]. Moreover, the
proposed data-linked two-level FIFO buffer is implemented
using UMC 65 nm standard performance CMOS technology
to demonstrate the power consumption and area.

The number of pipeline stages in a router depends
on the buffer architecture. Figure 15 presents the pipeline
stages of different buffer architectures, and the link traver-
sal (LT) stage indicates flits traverse the link wires to arrive
at the downstream router. The middle buffer and ViChaR
are realized in 4-stage pipeline routers comprising router
computing (RC), virtual channel allocation (VC), switch-
ing allocation (SA) and switch traversal (ST). The difference
between the middle buffer and ViChaR is in the VC stage.
The output buffer router also realizes a 4-stage pipeline con-
sisting of RC, arbitration, SA and ST. The DSB provides
a centralized shared buffer to increase performance, and an
extra pipeline stage is added into the DSB router to pro-
vide high throughput (3 GHz claimed in [31] if using Intel’s
65 nm process). Therefore, the DSB router has a five-stage
pipeline comprising RC, timestamping (TS), conflict reso-
lution (CR) and VA, first switching traversal (ST1) and mid-
dle memory writing (MM_WR), and middle memory read-
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Fig.15  Pipeline stages of the generic router, DSB router and two-level
FIFO buffer router.

ing (MM_RD) and second switching traversal (ST2). How-
ever, the delay of link wires within two routers (LT stage)
dominates the operation frequency of the network while
the frequency of network is increased up to 1 GHz and the
length of link wires is larger than 2mm [38]. Therefore,
the proposed data-link two-level FIFO buffer also provides
a centralized shared buffer without inserting extra pipeline
stage, but lower frequency. The 4 pipelining stages include
RC, arbitration and write wordlines generating & encoding
(W_Gen), data buffer writing (Data_W) and data link creat-
ing (Link_W), and data buffer reading (Data_R) and linker
reading (Link_R). Moreover, the switching circuit is con-
cealed in write wordlines generating and data link creating
as described in Sect. 4.

6.1 Performance Evaluation

According to the cycle-driven simulation in SystemC,
Fig. 16 shows the performance of output buffer, middle
buffer, ViChaR, DSB and two-level FIFO buffers (including
2-3 hybrid association and full association) with different
buffer sizes. The simulation environment is an 8§ X 8 mesh
network with an X-Y routing algorithm and uniform traf-
fic patterns. Each packet contains 2, 4 or 8 flits randomly.
In a mesh network, each router has 5 inputs and 5 outputs.
In a ViChaR router, each input channel has a unified buffer
structure with the same buffer size of the input/output buffer.
For the middle buffer, each input port has 4 virtual channels.
Therefore, the depth of each virtual channel is from 2-flit to
16-1lit in this simulation. For the two-level FIFO buffers, the
distributed level-1FIFO is set as 2-flit for each output chan-
nel. The 2-3 hybrid associated two-level FIFO buffer di-
vides the centralized level-2 FIFO into two subgroups. One
is shared by the east and west ports, and the other is shared
by the north port, south port and processor element. Fig-
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Fig.16  Normalized performance versus FIFO sizes with different buffer

organizations in (a) low injection load (b) medium injection load (c) high
injection load.

ures 16(a)—(c) show the simulation results under different in-
jection loads of low (0.15), medium (0.25) and high (0.35),
respectively. Performance is normalized to the throughput
of infinite buffers within constant cycles under the same in-
jection load. Therefore, the required buffer sizes with differ-
ent buffer organizations can be easily compared under the
same performance. For example, when the normalized per-
formance is 0.7 under the low injection load, the required
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buffer sizes of the two-level FIFO buffer and middle buffer
are 40 flits and 200 flits, respectively. The two-level FIFO
buffer architecture performs best with the same size of other
buffer architectures regardless of injection loads. For the
ViChaR, the unified buffer structure shares buffers in vir-
tual channels for each input port. Thus, the unified control
logic controls arriving/departing pointers and virtual chan-
nel allocation of each virtual channel through virtual chan-
nel control tables and dispensers. However, when the shared
buffer of an input port is full, the ViChaR does not provide a
mechanism for accessing buffers of other virtual channels in
other input ports. For the centralized shared buffer, the per-
formance of the DSB buffer is similar to that of the fully as-
sociated two-level FIFO buffer. Moreover, the operation fre-
quency of the DSB buffer is higher than the two-level FIFO
buffer due to an extra pipeline stage. Additionally, when
the total buffer size is small, the performance of the middle
buffer is worse than that of the output buffer. The reason
of this phenomenon is due to shallow virtual channels. In
high injection load, the throughput of different buffer archi-
tectures is quite smaller than that of infinite buffers because
the performance is dominated the heavy congestion of the
network. Compared to the traditional router with middle
buffers, the total buffer size of the two-level FIFO buffer
can be reduced to 20%—-25% for achieving the same per-
formance.

Different buffer architectures are evaluated by another
metric of network performance, namely average latency.
Figures 17(a) and 17(b) present the average latencies of dif-
ferent buffer architectures with uniform patterns and hotspot
patterns, respectively. The simulation environment is an
8 x 8 mesh network with an X-Y routing algorithm, and
each packet contains 4 or 8 flits randomly. In addition, the
total buffer size is set as 160 flits. In hotspot traffic, uniform
traffic is applied, but then 30% of the packets change their
destination to one of six nodes (2,3), (2,4), (3,3), (3,4),
(6,5), (6,6) equally. Compared with the conventional out-
put buffer and middle buffer, the ViChaR, DSB and two-
level FIFO buffer architectures can achieve the lower aver-
age latencies no matter what the injection load is. In lower
injection load, the average latencies of the DSB buffer are
larger than those of ViCharR and two-level FIFO buffer be-
cause of inserting one extra pipelining stage. With the in-
creasing injection load, the average latencies of the DSB
buffer are reaching those of two-level FIFO buffer because
the latencies are dominated the heavy congestion of the net-
work. Moreover, the fully associated two-level FIFO buffer
can realize the lowest average latencies compared to other
buffers. Nevertheless, the boundaries of shared buffers, in-
cluding ViChaR and two-level FIFO buffer, decrease signif-
icantly in hotspot patterns. Restated, the shared mechanism
cannot lighten the traffic with hotspots efficiently.

After comparing the buffer architectures of different
routing algorithms, Fig. 18 presents the average latency un-
der different routing algorithms with the middle buffer and
fully associated two-level FIFO buffer architectures. The
routing algorithms are XY routing and DyXY [36] routing
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algorithms and an adaptive congestion-aware routing algo-
rithm [37]. In DyXY and adaptive routing algorithms, the
two-level FIFO buffer uses the TDMA arbiter described in
Sect. 4. These graphs follow the same trend as the latency
simulations. Figures 18(a) and 18(b) show the average laten-
cies with uniform random patterns and 6 hotspots in the cen-
ter region, respectively. The two-level FIFO buffer reduces
the influence of performance on average latencies induced
by the routing algorithms. In addition, the DyXY routing
algorithm with a two-level FIFO buffer performs better than
the adaptive algorithm with a two-level FIFO buffer. More-
over, the adaptive routing algorithm increases the average
latencies when the injected load is low. However, the adap-
tive algorithm can achieve the lowest average latencies with
high injected load in hotspot patterns.

6.2 Area/Power Analysis

The two-level FIFO buffer architecture is implemented via
Synopsys Design Compiler and PrimePower to estimate the
area and power consumption based on UMC 65 nm CMOS
technology at 1.0 V. Table 1 lists the area, power consump-
tion and maximum operation frequency of routers with dif-
ferent buffer architectures for similar buffer sizes. The
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Table1  Area and power comparisons between different buffer
architectures in the same buffer size.
Buffer architecture Area (Mim?) Power (mw) Max Freq.
Middle buffer
(Bus-in MUX-out, 60524.3(0%) 16.94(0%) 1.25 GHz
160 flits)
Middle buffer
(Bus-in Bus-out, 160 | 56832.3(-6.1%) | 18.61(+9.9%) | 1.33 GHz
flits)
ViChaR ) .
(160 flits) 79322.6(31.1%) 23.37(+30.0%) 1.11 GHz
DSB ) )
(160 flits) 88235.3(+45.7%) | 25.31(+49.4%) 1.25 GHz
Fully associated two-
level FIFO buffer 83654.8(+38.2%) | 23.91(+41.1%) 1 GHz
(158 flits)
2-3 hybrid associated
two-level FIFO buffer o o
(64 flits for cach 79053.8(+30.6%) | 21.54(+27.2%) 1.11 GHz
subgroup, 158 flits)

power consumption is simulated at 1 GHz under low in-
jection load (0.15). These buffer architectures include the
middle buffer using the static virtual channel allocation, a
dynamic virtual channel regulator (ViChaR), DSB and two-
level FIFO buffer architectures. The middle buffer architec-
tures are implemented as the Bus-In MUX-Out and Bus-In
Bus-Out registers, respectively. The middle buffer is imple-
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mented as 5 input ports with 4 virtual channels for the input
port; each virtual channel has 8 flits and each flit size is 64
bits. Therefore, the total number of flits for each router is
160 flits (5 x 4 x 8). The ViChaR has a unified buffer struc-
ture that dynamically allocates virtual channels and buffer
resources according to network traffic patterns. The ViChaR
is composed of a unified buffer structure and unified con-
trol logics, which are the arriving/departing pointers and the
VC control table. In each input port, the size of the unified
buffer structure is 32 flits. For fully associated two-level
FIFO buffer architecture, the centralized level-2 FIFO is im-
plemented as Bus-MUX-in MUX-out registers; the central-
ized level-2 FIFO is 128 flits (words) deep and 64 bits wide.
For the 2-3 hybrid associated centralized level-2 FIFO, the
depth is 64 flits (words) and width is 64 bits for each sub-
group. In order to obtain the same size of two-level FIFO
buffers for different buffer architectures, each distributed
level-1 FIFO has 6 flits with 64 bits that linearly increase
FIFO sizes to determine the fixed sizes of the centralized
level-2 FIFO. Therefore, the total number of flits in the fully
associated and 2-3 hybrid association is 158 flits (128 +6 x5,
64 X 2 4+ 6 X 5). The maximum operation frequency of the
two-level FIFO buffer is 1 GHz that is smaller than those of
the conventional buffer architectures. The DSB can achieve
the same frequency as that of the middle buffer via an extra
pipeline stage.

For a similar number of flits, the DSB occupies the
largest area compared with those of other buffer architec-
tures because of two switch circuits, complex arbitration
and a great number of lookup tables. Furthermore, Fig. 19
presents the breakdown of area and power consumption of
the two-level FIFO buffer and DSB. The proposed two-level
FIFO buffer architecture induces 38.2% area overhead due
to multiple accesses of the centralized level-2 FIFO. Nev-
ertheless, the two-level FIFO buffer architecture dissipates
the smaller power than the DSB and ViChaR because the
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Table 2  Area and power comparisons between different buffer
architectures under similar performance.

Buffer architecture Area (um?) Power (mw)

Middle buffer

(Bus-in MUX-out, 60524.3(0%) 16.94(0%)
160 flits)
(\égcgif) 52213.6(-13.7%) | 15.37(-9.3%)
(4(?%%3) 47771.6(-21.1%) | 13.69(-19.2%)

Fully associated two-
level FIFO buffer
(40 flits)

44251.3(-26.9%) 13.17(-22.3%)

VC control table dissipates more power than the data-link
scheduler.

Although the size of the linked field in the hybrid as-
sociated two-level FIFO buffer is larger than that in the
fully associated two-level FIFO buffer, the hybrid associ-
ation uses less power and area overhead by reducing the
number of multiple accesses. This is a trade-off between
performance and power consumption. Therefore, Fig.20
presents the power and area analysis of different associated
two-level FIFO buffers corresponding to an 8input/8output
router. Both the power and area are reduced when the asso-
ciation decreases. With the decreasing association, the num-
ber of multiple accesses in each sub-group also decreases
but the size of linker fields increases. Therefore, the power
and area overheads of the linker fields are both smaller than
those of the multiple-access mechanism.

The proposed fully associated two-level FIFO buffer
can achieve performance similar to that of the conventional
virtual channels, while using 20-25% of the buffers. There-
fore, the area and power consumption of the middle buffer,
ViChaR, DSB and two-level FIFO buffer are also analyzed
under similar performance as listed in Table 2. The power
consumption is simulated at 1 GHz under low injection load
(0.15). The ViChaR uses half buffers (80 flits) to real-
ize the similar performance. Consequently, the DSB and
two-level FIFO buffer achieve the similar performance us-
ing one-fourth buffers (40 flits), and each flit size is 64
bits. Based on UMC 65nm CMOS technology at 1.0V
and 1 GHz, the ViChaR, DSB and proposed two-level FIFO
buffer can achieve 9.3%, 19.2% and 22.3% power reduction,
respectively.
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7. Conclusions

On-chip interconnection network (OCIN) designs have been
considered as an effective solution to integrate process-
independent interconnection architectures and multi-core
systems. Additionally, OCIN performance is directly re-
lated to the buffer sizes and utilization. In this paper, a
data-link two-level FIFO buffer architecture is presented as a
good solution for routers in OCINs based on a shared buffer
mechanism and multiple accesses. Additionally, the cen-
tralized level-2 FIFO is realized via a data-link scheduler.
This buffer architecture with a small buffer size reduces the
magnitude of head-of-line blocking problems and performs
well. According to the cycle-accurate simulator, the two-
level FIFO buffer can realize performance similar to that
of the conventional virtual channels, while using 20-25%
of the buffers. Based on UMC 65 nm CMOS technology,
the proposed data-link two-level FIFO buffer can achieve
about 22% power reduction compared with the similar per-
formance of the conventional virtual channels. The two-
level FIFO buffer architecture is very useful as alternative
design that increases the performance of routers in OCINs.
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