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Decimation-Whitening Filter in
Spectral Band Replication

Han-Wen Hsu and Chi-Min Liu

Abstract—MPEG-4 High-Efficiency Advanced Audio Coding
(HE-AAC) has adopted spectral band replication (SBR) to effi-
ciently compress the high-frequency part of the audio. In SBR,
linear prediction is applied to low-frequency subbands to suppress
tonal components and smooth the associated spectra for repli-
cating to high-frequency bands. Such a tone-suppressing process
is referred to as whitening filtering. In SBR, to avoid the alias
artifact incurred by spectral adjustment, a complex filterbank
instead of real filterbank is adopted. For QMF subbands, this
paper demonstrates that the linear prediction defined in the
SBR standard results in a predictive bias. A new whitening filter,
called the decimation-whitening filter, is proposed to eliminate the
predictive bias and provide advantages in terms of noise-to-signal
ratio measure, frequency resolution, energy leakage, and compu-
tational complexity for SBR.

Index Terms—analytic signal, bandwidth extension, high-fre-
quency (HF) reconstruction, linear prediction, spectral band
replication (SBR), whitening.

I. INTRODUCTION

S PECTRAL band replication (SBR) [1]–[3] has been in-
troduced into MPEG-4 High-Efficiency Advanced Audio

Coding (HE-AAC) [2] as a bandwidth-extension technique. In
the QMF subband domain, SBR reconstructs high-frequency
(HF) signals by transposing and adjusting replicated low-fre-
quency (LF) signals thanks to the strong correlation of spectral
harmonic characteristics. Since the SBR technique requires sig-
nificantly lower bit rate to code the high bands and reduces the
AAC coder bandwidth, the AAC encoder can compress the LF
part with most of the available bits to achieve high coding gain.

Rather than the cosine modulated filterbank (CMFB) com-
monly employed in audio coding, SBR utilizes the compara-
tively high-complexity complex-exponential modulated filter-
bank (CEMFB) [1] to eliminate the main alias terms and thus
avoid the alias artifact introduced from spectral adjustment or
equalization. On the other hand, the tonal components existing
in the replicated LF bands may bring undesired artifacts like
tonal spikes [4] into the reconstructed HF bands. Therefore, in-
verse filtering based on the second-order linear prediction (LP)
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Fig. 1. Block diagram of the SBR decoder.

[2] is provided to whiten the replicated LF bands. This paper,
however, demonstrates that the conventional LP method defined
in the SBR standard has natively a predictive bias which af-
fects the whitening effect and the noise-to-signal ratio (NSR)
measure.

This paper is organized as follows. Section II provides an
overview of SBR and models the CEMFB subbands as analytic
signals for later analysis. In Section III, the predictive bias is
demonstrated through the first-order and second-order autore-
gressive (AR) modeling on analytic signals together with the
empirical verification on the CEMFB subbands. Section IV pro-
poses an alternative whitening filter for removing the bias for the
SBR algorithm. Section V concludes this paper.

II. PRELIMINARIES

A. Overview of SBR

The SBR is a technique of bandwidth extension or high-fre-
quency reconstruction and can be combined with any audio core
coder such as AAC and MP3 (MPEG-I Layer-III). Only a small
amount of side information, including spectral envelope data
and control parameters for additional means such as inverse fil-
tering and noise/sinusoidal addition, is transmitted from the en-
coder to the decoder to guide the high-frequency reconstruction.

As depicted in Fig. 1, the SBR decoding has three major pro-
cedures. In the HF generator, the low bands split from a de-
coded LF signal are first transposed to HF. Subsequently, the
inverse filtering is applied to the regenerated HF bands to sup-
press the undesired sinusoidal components from the replicated
LF bands and thus control tonality. The inverse filtering is per-
formed by in-band filtering using an adaptive spectral whitening
filter. The second-order covariance method is employed to eval-
uate the whitening filters on the low bands. Furthermore, to con-
trol the amount of inverse filtering, the chirp factor given from
the bitstream is used to move the zeros of the LP filters toward
the origin. The regenerated high band for QMF subband

and time slot is defined as

where and are the predictive coefficients estimated
on the low band , and is the chirp factor whose range
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is between 0 and 0.98. In the envelope adjuster, the envelope
of the regenerated high bands is scaled according to the trans-
mitted spectral envelope information that is represented by the
average energies in time–frequency grids. Subsequently, addi-
tional tones and random noise are compensated to adjust the
tonality of the reconstructed high bands. Finally, all the low
and high bands are synthesized to generate a full-bandwidth
decoded signal. More details about the SBR algorithm can be
found in [1]–[3].

B. CEMFB Subbands and Analytic Signals

The discrete-time analytic signal corresponding to a
real signal [5] is defined as , where denotes
the discrete-time Hilbert transform of

(1)

In the frequency domain, the relation between the original and
analytic signals is given by

(2)

Similarly, the analytic signal containing merely the neg-
ative spectrum can be defined as . For convenience,
we call and the “positive” and “negative” analytic
signals, respectively.

Both the analysis and synthesis filters of the 64-channel
CEMFB system used in SBR are defined by

(3)

for , where is the number of channels,
and is the order of the prototype filter . Compared with
the CMFB, the CEMFB adds an imaginary part that consists
of sine modulated versions of the same prototype filter, which
can be interpreted as the Hilbert transform of the real part. Ac-
cordingly, the resultant subbands decimated by can be ap-
proximately regarded as the analytic signals of the real output
obtained from the CMFB [1]. Moreover, the CEMFB subbands
alternately consist of positive and negative analytic signals.

In the absence of either the positive or negative side band, the
excitation noise for a CEMFB subband can be also regarded as
an analytic signal which has flat power spectrum density (PSD)
in the other side band; but it is no longer white. Nevertheless,
the whiteness of excitation noise is a desirable property for con-
firming the asymptotically unbiased LP estimation of spectral
peaks [6]. This non-whiteness implies that the absence of one
side band leads to a predictive bias which is demonstrated in
Section III.

III. LINEAR PREDICTIVE BIAS ON ANALYTIC SIGNALS

This section demonstrates and quantifies the predictive bias of
the first-order and second-order LPs on analytic signals. We first
analyze the bias from the theoretical derivation on ideal analytic

signals. Next, we confirm through empirical verification the bias
on the CEMFB subbands which are generated by the modulated
non-ideal prototype filter. The affection of the bias in SBR will
be discussed in Section IV. The derivation and illustration in
this section and Section IV are given according to the positive
analytic signal model, and the same result can be extended to
the negative one.

A. First-Order LP on Analytic Signals of First-Order AR
Model

Consider the analytic signal modeled by the AR model with
single pole in the frequency domain

(4)

where the PSD of the excitation signal is assumed to be
1 for and 0 for , and the pole locates
inside the upper half of the unit circle. The mean-square error
function of the first-order predictive filter on the single-
pole analytic signal is expressed as

(5)

or (6)

The minimum mean-square error (MMSE) predictive filter
can be obtained by solving two equations: and

. Thus, in polar coordinates, the conditions of the
zero position of the MMSE filter can be derived as

(7)

(8)

By using the trigonometric properties
and

, (7) and (8) can be rewritten as

(9)

(10)

where three integrations , and are defined as

(11)

(12)

(13)
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Thus, from (9), the angle of the zero of the MMSE predictive
filter is given as

(14)

By substituting (14) into (10), the radius of the zero of the
MMSE predictive filter is derived as

(15)

In the derivation of (14) and (15), we use the fact that and
are always positive to select the correct value of . Also,
when , the closed forms of the three integrations are given
as (see Appendix A)

(16)

(17)

(18)

where we have the equation as shown in (19) at the bottom of
the page.

1) General Case of : Equation (14) shows an angle
bias, , between and , which is nonzero except
the case of Moreover, from the integration in (7), it
can be shown that except . By
Root Location Theorem, the root of (7) locates within the open
interval between and . Therefore, in general, the angle of
the zero of the MMSE filter is biased from toward and
cannot match the pole of the AR model. Fig. 2 illustrates
that the angle bias with increases as is far away
from . By substituting into (16)–(18) and using
the trigonometric properties and

for , it can be derived
that

(20)

Although is fitted to , there exists a bias between
and in (20). Fig. 3 depicts the radius curve corresponding to

Fig. 2. Angle biases for different � values with � � ���.

Fig. 3. Radius of the zero of the MMSE predictive filter on single-pole analytic
signals with different � .

together with those corresponding to and 0.
The curves show that the radius bias increases as the pole of the
predicted spectrum moves away from the unit circle. This trend
implies that the prediction on noise-like signals should have a
larger radius bias than that on tonal signals.

2) Flat-Spectral Case of : Corresponding to a real
white-spectral signal, e.g., an impulse signal or a white noise
signal, the analytic signal can be modeled by (4) with .
Substituting into (7) yields ; thus,

should be or . Similarly, solving (8) with
leads to . Since is non-negative, the zero of
the MMSE filter on the analytic signal positions at

, instead of the origin. Furthermore, the MMSE is
, and the estimated NSR is

which is much lower than 1 that is the expected
NSR value. Fig. 4 illustrates the first-order whitening processing
on four analytic signals. In the absence of the negative bands, all

(19)
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Fig. 4. Whitening processing on analytic signals of first-order AR model by
first-order LP. (a) Flat-spectral analytic signal, (b)–(d) single-pole analytic sig-
nals with ��� �� � ����� ����, (0.7,���) and (0.9,���). The zero location ��� ��
of first-order whitening filter in (a)–(d) are (0.6369, ���), (0.7720, 0.3363�),
(0.8594,���), and (0.9510, ���), respectively. (Solid line: the original signals,
dashed line: the whitened signals; these simulations are implemented via 2048-
point DFT.) For ensuring the orthogonality of the real and imaginary parts of
the analytic signals simulated by discrete Fourier transform (DFT) [6], the fre-
quency response of the excitation signal at � � � and � is 1/2, in stead of 1.

the whitened analytic signals have additional spectral hollows in
the positive bands.

B. Second-Order LP on Flat-Spectral Analytic Signals

The mean-square error function of the
second-order LP filter on the analytic signal corresponding to a
white-spectral signal is expressed as

(21)

where the PSD of the analytic signal is assumed to be 1 for
and 0 for . As shown in Appendix B,

the radii and angles of the two zeros of the MMSE filter are
given by

(22)

and (23)

The MMSE is , and the estimated
NSR is about 0.317, which is lower than the one evaluated by
the first-order LP. Fig. 5 shows the resultant spectral hollows on
the flat-spectral analytic signal by the second-order LP.

C. Empirical Verification for SBR

An empirical example is conducted in Fig. 6 for the first-order
and second-order LPs by the covariance method. In the example,
the original signal is a 32-point CEMFB subband signal of an

Fig. 5. Whitening processing on the flat-spectral analytic signal by second-
order LP. The estimated NSR value is 0.3181, and the two zeros position at
��� �� � ������	� �����	�� and (0.8257, 0.7753 �). (Solid line: original sig-
nals, dashed line: whitened signals; the simulation is implemented via 2048-
point DFT and covariance method.)

impulse. As can be seen, the spectral hollows are shaped on the
whitened signals in the frequency domain. For the first-order
case in Fig. 6(a), the radius and angle of the zero of the LP filter
are 0.5676 and , and the estimated NSR value is 0.6778. For
the zeros of the second-order LP filter in Fig. 6(b), their common
radius is 0.6891 and their angles are 0.2078 and 0.7922 , re-
spectively; the estimated NSR value is 0.5249. Accordingly, we
can expect that the estimated NSR values in SBR for white-spec-
tral or noise-like signals will be underestimated by about 30%
and 50% with the first-order and second-order LPs, respectively.
Through the above theoretic analysis on the ideal analytic signal
model, we can also expect that the predictive bias becomes sig-
nificant as the NSR of the predicted spectrum increases. This
result is different from the intuition that the inverse filter should
keep or slightly shape the spectra of noise-like signals.

IV. DECIMATION-WHITENING FILTER

As shown above, the non-whiteness of the excitation noise
components in analytic signals results in the predictive bias. To
remove the non-whiteness, the decimation by two should be ap-
plied to the CEMFB subbands before the covariance method is
performed. The new approach has benefits in terms of frequency
resolution, NSR measure, energy leakage, and computational
complexity.

A. Decimation-Whitening Filter for SBR

The relation between the original analytic signal and the dec-
imated signal by two is expressed in the frequency domain as

(24)

for either or , where and denote
the Fourier transforms of the analytic and the decimated sig-
nals, respectively, and the range of depends on the absent side
band of the analytic signal. Applying a second-order parameter



2308 IEEE TRANSACTIONS ON AUDIO, SPEECH, AND LANGUAGE PROCESSING, VOL. 19, NO. 8, NOVEMBER 2011

Fig. 6. Whitening processing on a 32-point CEMFB subband signal of an impulse. (a) First-order LP. (b) Second-order LP. (Solid line depicts original signals;
dashed line depicts whitened signals.)

estimation method to the decimated signal can obtain two pre-
dictive coefficients and , and then the estimated PSD of the
analytic signal is given as

(25)

for either or , where denotes the
variance of the residuals. Consequently, for the analytic signal,
the fourth-order LP filter derived from the second-order LP filter
of the decimated signal can be given in the z-transform as

(26)

Whitening filtering can be interpreted as putting zeros to the
z-domain. In the SBR standard, the chirp factor is used to move
the positions of the zeros toward the origin in the z-domain. The
chirp factor can be combined with the fourth-order LP filter in
the following way:

(27)

where denotes the chirp factor. Although moving the zeros
toward the origin reduces the whitening effect on a tonal signal,
the chirp factor also reduces the predictive bias in the original
whitening filter. In other words, the chirp factor plays also a
vital role in controlling the bias in the whitening process. For
the Decimation–Whitening (DW) filter proposed in this paper,
due to the removal of the predictive bias, the chirp factor can be
designed merely for controlling whitening effect

The design of the decimation LP filter is not new in AR mod-
eling or maximum-entropy spectral estimation. In the literature,
there have been researches of the advantages of the complex
decimation LP filter over the real LP filter on the improvement
of the sinusoidal phase issues or neighboring frequency reso-
lution. Especially, since the expanding of the frequency scale
by two can reduce the interference at one spectral peak caused
by other neighboring frequency components, a higher frequency
resolution for LP estimation can be achieved. The decimation
filter has been suggested in [7]–[11]. However, these alternative

complex filters require computational overhead when compared
with the real ones in these scenarios. In SBR, the DW filter not
only has advantages but also saves half the computational com-
plexity for evaluating LP coefficients thanks to the data reduc-
tion from decimation.

B. Examples and Comparisons

According to the standard [2], the LP in SBR should be im-
plemented via the second-order covariance method covering 32
samples for each CEMFB subband per audio frame. Fig. 7 com-
pares the original whitening method in SBR with the proposed
method. In the figure the 32-point DFT magnitude spectra of the
original CEMFB subband and the whitened ones by the orig-
inal and proposed methods are depicted in the decibel (dB) do-
main. As can be seen in Fig. 7(a) where the subband is gener-
ated from a real white noise, the proposed method slightly al-
ters the original spectrum, while the original method not only
alters the positive spectrum but also amplifies the negative spec-
trum. The evaluated NSR values in this case are 0.38 and 0.93,
respectively, by the original and proposed methods; the orig-
inal method gives a poor NSR estimation. For the second in-
stance in Fig. 7(b) where the subband contains a very strong
sinusoid component, both methods have good whitening effect,
but the proposed method results in a flatter whitened spectrum.
In Fig. 7(c), where the original subband has three sinusoid com-
ponents located in the frequency interval between 0 and ,
the original method slightly attenuates the largest one but am-
plifies the others. This phenomenon illustrates the interference
among the components. Oppositely, the proposed method de-
stroys the largest one without amplifying the others due to fre-
quency scaling. Fig. 8 illustrates the better whitening effect of
the proposed filter on a tone-rich signal. In Fig. 8(b) and (c),
the LF decoded AAC signal is filtered by the original and pro-
posed filters, respectively. Both chirp factor values for the filters
are equal to 1, and no additional noise is added. From the HF
spectra, we can see that the original filter cannot “whiten” the
tonal structure, while the DW filter does better.

Another noticeable feature is that the proposed method keeps
better the energy of HF than the original method. In the SBR en-
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Fig. 7. Whitening comparison for the original method and the proposed
method. The magnitude spectra are evaluated through 32-point DFT; thin
line depicts the original signals, thick line depicts the whitened signals by the
proposed method, and dash line depicts the whitened signals by the original
method.

coder, the energy of HF is calculated and recorded based on HF
CEMFB subbands which are highly analytic-signal-like. Sub-
sequently, the SBR decoder adjusts the energy of the whitened
LF subbands to fit the recorded HF energy. However, as noticed
in the previous discussion, the original filter has more energy
leakage due to the amplification in the negative side band. The
negative spectra will be filtered out by the synthesis filterbank,
leading to energy loss since the energies in the negative side
bands of the regenerated HF subbands have contributed to the
energy estimation. The proposed DW filter has better control

Fig. 8. Whitening comparison for the original method and the proposed
method. (a) The original DFT magnitude spectrum. (b) The decoded DFT
magnitude spectrum with the original whitening filter. (c) The decoded DFT
magnitude spectrum with the decimation-whitening filter. The spectra are de-
picted in the dB domain. For both filters, the chirp factor takes 1. No additional
noise is added, and the audio sampling rate is 44.1 kHz.

Fig. 9. Energy loss effect of the original whitening method. The depicted
spectra are the decoded spectra with the original method (the upper) and the
proposed method (the below), respectively. For both filters, the chirp factor
takes 0.98. No additional noise is added, and the audio sampling rate is 44.1
kHz. The HF envelope of the decoded spectrum with the proposed method fits
�36 dB, while that with the original method is under �36 dB.

due to less leakage from the negative frequency range. Fig. 9
illustrates the better envelope maintenance by comparing the
spectra from the two methods, where the chirp factors are 0.98
for all the replicated subbands and no additional noise is added
for HF. The original signal consists of white noise and a single
tone in LF.

Figs. 10 and 11 compare the performance of the DW and orig-
inal LP filters on a CEMFB subband signal of an impulse in
combination with four main nonzero chirp factors used in SBR.
As shown in Fig. 10, the original second-order LP filter shapes
two spectral valleys on the CEMFB subband signal even when
the chirp factor is 0.75. When the chirp factor equals 0.6, the
spectrum of the CEMFB subband is flat, but the amplification
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Fig. 10. Whitening processing of the original SBR second-order LP filter on a 32-point CEMFB subband signal of an impulse with different chirp factors. (a)
Chirp factor equals 0.98. (b) Chirp factor equals 0.9. (c) Chirp factor equals 0.75. (d) Chirp factor equals 0.6. (Solid line depicts original signals; dashed line depicts
whitened signals, where �� � ��.

Fig. 11. Whitening processing of the DW LP filter on a 32-point CEMFB subband signal of an impulse with different chirp factors. (a) chirp factor equals 0.98. (b)
Chirp ����	
 � ���. (c) Chirp ����	
 � ���. (d) Chirp ����	
 � ���. (Solid line depicts original signals; dashed line depicts whitened signals, where �� � �)

on the negative side band will result in energy leakage. Com-
paratively, the DW filter (see Fig. 11) only slightly alters the
CEMFB subband even when the chirp factor is 0.98.

C. Subjective Test

To confirm possible side effects or conflicts with other audio
decoder modules, the subjective test was conducted for the 12
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Fig. 12. Mean subjective scores of six listeners with 95% confidence intervals. For each MPEG track, the subjective scores are depicted in the order: “the hidden
reference,” “the decoded track with the DW filter,” “the decoded track with the original filter,” and “the hidden anchor”; for the critical track, the subjective scores
for the critical track are depicted in the order: “the hidden reference,” “the decoded track with the DW filter for chirp factor 0.98,” “the decoded track with the
original filter for chirp factor 0.98,” “the decoded track with the original filter for chirp factor 0.75,” and “the hidden anchor.” The bitrate of the HE-AAC encoder
takes 48 kbps.

TABLE I
MPEG TEST TRACKS (THE ORIGINAL VERSION IS 16 BITS/44.1 k
SAMPLING RATE; THE COMPRESSED VERSION IS ENCODED BY THE

HE-AAC ENCODER WITH BITRATE 48 kbps)

MPEG test tracks (see Table I) and a critical track. The test
followed the Multiple Stimulus with Hidden Reference and
Anchors (MUSHRA) methodology, which is recommended
in ITU-R Recommendation BS.1534-1 [12] for the subjective
assessment of intermediate quality level of coding systems. A
total of six subjects participated in the test. In each test trial,
the subjects were presented with a reference (original) signal, a
hidden version of the reference signal, a hidden anchor and a
certain number of test tracks. The anchor used is the 3.5-kHz
low-pass version of the reference signal. The subjects were
asked to score each test item by using a 100-point grading
scale divided in five equal intervals labeled “excellent,” “good,”
“fair,” “poor,” and “bad.”

Fig. 13. Comparison of decoded spectra for the critical track. (a) The original
reference signal. (b) The decoded spectrum with the DW filter for chirp factor
0.98. (c) The decoded spectrum with the original filter for chirp factor 0.98.
(d) The decoded track with the original filter for chirp factor 0.75.

The test results are displayed in Fig. 12 as mean scores with
95% confidence interval. The intersection of the two confidence
intervals related to the DW and original filters illustrates that the
DW filter does not bring artifacts or conflict with other audio
decoder modules in comparison to the original filter. Especially,
it can be seen that the DW filter provides a better mean quality
for all but one.

On the other hand, a critical track consisting of a single
tone of 4 kHz and a white noise (see Fig. 13) is artificially
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constructed for verifying the energy leakage issue. The duration
of the critical track is 10 s. Comparing Fig. 13(c) with (d)
shows that to suppress the duplicated tone, the chirp factor
should take a high value (e.g., 0.98) for the original filter. It
can be observed from Fig. 13(b) and (c) that with the usage
of the high chirp factor 0.98, the original filter results in
energy decay on the reconstructed noise floor, whereas the
DW filter can keep a better noise floor. In Fig. 12, the result
that with the chirp factor 0.98, the subjective quality of the
DW filter is better than that of the original filter may be due
to the energy leakage from the original filter. When using
the smaller chirp factor 0.75, the original filter can have an
improved perceptual quality but is still worse than the DW
filter (with the chirp factor 0.98) in mean score.

V. CONCLUSION

SBR adopts a second-order LP for whitening filtering.
Through modeling CEMFB subbands as analytic signals, this
paper has demonstrated the predictive bias for the whitening
filter. The bias increases the interference of noise components
to sinusoid components in LP and leads to spectral hollows in
whitened white-spectral or noise-like subbands. For removing
the bias, this paper has proposed a novel filter, named the DW
filter. The DW filter cannot only eliminate the bias but also re-
duce the interferences from sinusoid components by frequency
stretching. Compared with the original filter adopted in SBR,
the DW filter has three distinct features. The first is on the more
accurate NSR measure that can be provided for the tonality
control algorithm in the SBR encoder. The second is the less
energy loss from the filtering out of the negative frequency after
filterbank synthesis. The third is the reduction of computational
complexity by half for the LP coefficients calculation due to
the sample number reduction from the decimation.

APPENDIX A

First, consider the evaluation of integration

(A.1)

Note that we assume and . We might
write

(A.2)

where path is the upper arc of the unit circle from to
. Since is real, (A.2) can be rewritten as

(A.3)

Using the formula ,
the first integration can be evaluated as

(A.4)

In (A.4), we can choose the branch with
such that is analytic in the domain

containing . Then, in terms of the
arctangent function arctan that is with range of ,
the integration in (A.4) can be rewritten as defined in (19).
Similarly, we can choose the branch with

such that is analytic in the domain
containing . Subsequently,

we have

(A.5)

Substituting the two closed forms in (19) and (A.5) into (A.3)
yields (18). On the other hand, from the integral identity

, we can evaluate as (17). Equation (16) can be derived by
the technique of changing valuables.

APPENDIX B

To find the MMSE solution of (21), from the geometric sym-
metry of the solution, we might assume that

and . Then we can evaluate the inte-
gration in (21) as

(B.1)

Deriving and yields, respectively,

(B.2)

(B.3)

Repeatedly substituting (B.3) into (B.2) to reduce the power
of term from 2 to 1 and using the trigonometric property

can give

(B.4)
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We can obtain by substituting (B.4) into (B.3) as

(B.5)

Substituting (B.5) into (B.4) yields (22). Similarly, by repeat-
edly substituting (B.2) and using the trigonometric property

, we can derive (B.1) as

(B.6)

By substituting (B.5) and (22) into (B.6), we can obtain that the
MMSE equals .
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