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a b s t r a c t

Recently, the demand for communication has been growing rapidly. Hence, optical
multistage network technologies are more appreciated nowadays. A double-layer network
is a strictly nonblocking network, and it has the lowest system insertion loss of non-
dilated networks. A Beneš network is a rearrangeably nonblocking network, and it has
the same system insertion loss as a double-layer network. We have proposed the use
of modified polarization selection elements (PSEs). The system insertion loss, number of
drivers, and number of required components of a double-layer network could be reduced
if it is constructed with modified PSEs. A nonblocking 4× 4 optical switch with two stages
of polarization selective elements has been presented in our previous study. Based on this
nonblocking 4 × 4 optical switch, we propose a strictly nonblocking network structure
which features even lower system insertion loss than those of a double-layer network
and a Beneš network. The signal-to-noise ratio of the proposed network structure is a
constant, and is higher than the constraint, although it is lower than that of the double-
layer network. The number of major components of the proposed network is less than that
of a double-layer network and larger than that of a Beneš network, since a Beneš network
is rearrangeably nonblocking. We also offer a routing algorithm for the new proposed
network; the time complexity of the routing algorithm is O(1).

© 2011 Elsevier B.V. All rights reserved.
1. Introduction

Recently, the demand for communication has increased
greatly. High transmitting capacity is an important feature
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of communication systems. Since the bit rate of optical
communication systems is higher than that of electronic
communication systems [1], optical multistage networks
are receiving more and more attention nowadays. To
support optical communication systems, several kinds of
optical multistage network have been presented [1–17].
A double-layer network is a strictly nonblocking network,
and it has the lowest system insertion loss among non-
dilated networks. A Beneš network is a rearrangeably
nonblocking network. It has the same system insertion
loss but a smaller number of optical switching elements
compared with a double-layer network.
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To implement these optical multistage networks,
several optical switch structures have been proposed,
such as integrated electro-optic devices on Ti : LiNbO3
(titanium diffused lithium niobate) material [18], a prism
PBS (polarization beam splitter), and a holographic PBS
[19,20]. An optical multistage network constructed with
LiNbO3 features the allocation of all of the optical switching
elements and interconnection lines on the sameplane. This
feature induces the crossover problem of interconnection
lines. The crossovers not only increase the system insertion
loss but also reduce the signal-to-noise ratio (SNR) [21].
Since the polarization selective elements (PSEs), such
as the prism PBS and the holographic PBS, are three-
dimensional (3D) switching elements, all interconnection
lines between two adjacent stages are parallel if the
locations of the PSEs are arranged accurately. We could
delete all interconnection lines and eliminate the crossover
problem by coupling the stages tightly [22–32].

PSEs are convenient for constructing optical multistage
networks due to the above features. A nonblocking 4 × 4
optical switch has been presented in our research [32].
Based on this nonblocking 4×4 optical switch, we propose
a strictly nonblocking network in this study. This paper is
organized as follows. First, three types of optical switching
elementwith PSEs are introduced in Section 2. In Section 3,
the properties of blocking and crosstalk are discussed.
In Section 4, a strictly nonblocking network structure is
proposed. We then offer the routing algorithm for the
strictly nonblocking network in Section 5. Finally, a brief
conclusion is given.

2. Optical switching elements with PSEs

A 2 × 2 optical switching element with a PSE can have
four possible switching states: ‘‘straight’’, ‘‘swap’’, ‘‘com-
bine’’, and ‘‘split’’. The switching state is determined by the
propagation direction of the PSE, which is determined by
the polarization of the optical signal. These four states are
shown in Fig. 1. In the figures in this paper, s-polarization
and p-polarization are denoted by ‘‘•’’ and ‘‘↔’’, respec-
tively. In Fig. 1(a), two s-polarized optical signals pass di-
rectly through the PSE; thus it provides the ‘‘straight’’ state.
In Fig. 1(b), two p-polarized optical signals enter the PSE,
and the propagation directions of these two p-polarized
optical signals will be swapped by the PSE, so it provides
the ‘‘swap’’ state. In Fig. 1(c), two optical beams with dif-
ferent polarizations enter the PSE from two separate input
channels and depart from the same output channel; there-
fore, it provides the ‘‘combine’’ state. Fig. 1(d) shows the
opposite case. In this figure, two optical beamswith differ-
ent polarizations enter the PSE from the same input chan-
nel and depart from two separate output channels, so it
provides the ‘‘split’’ state.

An electro-optic halfwave plate (EOHWP) is a compo-
nent which can change the polarization of beam. An EO-
HWP has two states: ‘‘active’’ and ‘‘inactive’’. An EOHWP is
in the ‘‘active’’ state when a voltage is applied to the EO-
HWP. Otherwise, the EOHWP is in the ‘‘inactive’’ state. The
beam through an EOHWP is changed from s-polarization
to p-polarization or from p-polarization to s-polarization
when the EOHWP is in the ‘‘active’’ state. In the other state,
Fig. 1. Four switching states of a 2 × 2 optical switching element with a
PSE: (a) the ‘‘straight’’ state, (b) the ‘‘swap’’ state, (c) the ‘‘combine’’ state,
and (d) the ‘‘split’’ state.

Fig. 2. The two switching states of a 2×2 optical switching elementwith
one PSE and two EOHWPs: (a) the ‘‘straight’’ state, and (b) the ‘‘swap’’
state.

the EOHWPwould not change the polarization of the pass-
ing beam [33].

Shown in Fig. 2 is a normal 2 × 2 optical switching
elementwhich is constructed by one PSE and twoEOHWPs.
The functions of the EOHWPs are twofold: to keep the
polarization of the signals of the output channels the same
as that of input channels, and to determine the switching
state of the optical switching element. The switching
element has two inputs (I0 and I1) and two outputs (O0
and O1), and provides two switching states: one is the
‘‘straight’’ state and the other is the ‘‘swap’’ state. Each
input (output) channel is passed by one optical signal;
therefore, each interconnection line is passed by only one
optical signal. A normal 2 × 2 optical switching element
does not provide the ‘‘combine’’ state and the ‘‘split’’ state.
We propose a modified 2 × 2 optical switching element
as shown in Fig. 3. It is constructed by one PSE and four
EOHWPs, and can provide the full states.

A normal 1×2 optical switching element is constructed
by one PSE and two EOHWPs, as shown in Fig. 4. The
functions of the EOHWPs are the same as in a normal
2 × 2 optical switching element. The 1 × 2 switching
element has one input (I) and two outputs (O0 and O1),
and provides two switching states: a ‘‘straight’’ state and
a ‘‘turn’’ state. We also propose a modified 1 × 2 optical
switching element constructed by a PSE and an EOHWP;
all of its possible switching states are shown in Fig. 5.
Both Fig. 5(a) and (b) show the ‘‘straight’’ state, and the
output optical beams are s-polarized. Both Fig. 5(c) and
(d) show the ‘‘turn’’ state, and the output optical beams
are p-polarized. Since the optical beam from the output
channel could follow the same path backward with the
corresponding polarization and finally reach the input
channel, the 1 × 2 optical switching element provides a
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Fig. 3. The four switching states of a 2×2 optical switching elementwith
one PSE and four EOHWPs: (a) the ‘‘straight’’ state, (b) the ‘‘swap’’ state,
(c) the ‘‘combine’’ state, and (d) the ‘‘split’’ state.

Fig. 4. The two switching states of a 1 × 2 optical switching element
constructed by a PSE and two EOHWPs: (a) the ‘‘straight’’ state and (b)
the ‘‘turn’’ state.

Fig. 5. The four switching states of a 1 × 2 optical switching element
constructed by a PSE and an EOHWP: (a) the ‘‘straight’’ state, (b) the
‘‘straight’’ state, (c) the ‘‘turn’’ state, and (d) the ‘‘turn’’ state.

bidirectional switching function. Therefore, a 1× 2 optical
switching element can act as a 2 × 1 optical switching
element.

3. Optical multistage networks

3.1. Blocking properties

In general, there are four kinds of blocking property for
switching networks: blocking, rearrangeably nonblocking,
wide-sense nonblocking, and strictly nonblocking [34]. If
there is no path to be established for a new legitimate
request, we use the term blocking. If a legitimate request
can be routed when some existing paths may be rerouted,
Fig. 6. A 4 × 4 blocking optical multistage network.

Fig. 7. (a) A 4 × 4 Beneš network, and (b) a 4 × 4 double-layer network.

we use the term rearrangeably nonblocking. If a legitimate
request can be routed and no existing path needs
to be rerouted when all connections are following a
given routing algorithm, we use the term wide-sense
nonblocking. If a legitimate request can be routed and all
existing paths do not have to be rerouted regardless of how
they are routed, we use the term strictly nonblocking.

3.1.1. Blocking optical multistage network
Fig. 6 shows a 4 × 4 optical multistage network which

has two stages of switching elements, and each stage
has two 2 × 2 optical switching elements, as shown
in Fig. 1. In this structure, Lk, Im, and On represent the
kth interconnection line, mth input channel, and nth
output channel, respectively, and Si−j represents the jth
switching element in the ith stage. Due to the fact that each
interconnection line is only passed by one optical signal,
input channel I1 cannot be connected to output channel O3
when input channel I0 is connected to output channel O2,
as shown in Fig. 6. Therefore, it is a blocking network.

3.1.2. Nonblocking optical multistage networks
To solve the blocking problem, we have to use three

stages of 2 × 2 optical switching elements to construct
the networks, such as a 4 × 4 Beneš network [3] and
a 4 × 4 double-layer network [1], as shown in Fig. 7(a)
and (b), respectively. Compared with the network shown
in Fig. 6, a 4 × 4 Beneš network has one more stage
of 2 × 2 optical switching elements and it provides
nonblocking connection functions [32]. Similar to a 4 × 4
Beneš network, a 4 × 4 double-layer network has three
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Fig. 8. Two PSEs bound with one interconnection line.

Fig. 9. A nonblocking 4 × 4 optical switch.

stages of optical switching elements. However, the number
of optical switching elements is doubled to provide a
unique connection path for all permutations. Due to
the unique feature, the double-layer network is strictly
nonblocking. However, 4 × 4 Beneš and 4 × 4 double-
layer networks require more components and have higher
system insertion loss than the network shown in Fig. 4.

3.1.3. A nonblocking 4 × 4 optical switch
As shown in Fig. 8, we can bind two PSEs with one

interconnection line. PSE0 is the ‘‘combine’’ state and PSE1
is the ‘‘split’’ state. Two different polarized optical signals
pass through the interconnection line L0 between PSE0
and PSE1 at the same time. Therefore, the capacity of the
interconnection line L0 has been increased, and the switch
can satisfy the nonblocking requirement. Utilizing these
features, we can implement a nonblocking 4 × 4 optical
switchwith two stages of PSEs, as shown in Fig. 9 [32]. Ei−j,
in Fig. 9, represents the jth EOHWP of the ith stage.

3.2. Crosstalk

Most of the power of a signal passes through the desired
path, but a small amount of the power does not; this is the
crosstalk. We only discuss crosstalk occurring inside a PSE.
When a signal passes through a PSE, we suppose that there
is a part (ε) of the signal’s power that becomes crosstalk.

3.2.1. Crosstalk in a 1 × 2 PSE
Fig. 10 shows the crosstalk in a 1 × 2 PSE. As shown in

Fig. 10(a), the state of the PSE is the ‘‘straight’’ state. The s-
polarized beam transmits from input I to output O0, and
there is εPin of the input beam that transmits to output
O1 which becomes crosstalk. The ‘‘turn’’ state, as shown in
Fig. 10(b), is similar to the ‘‘straight’’ state, and the output
O0 gains εPin of the p-polarized input beam, which is the
crosstalk.

3.2.2. Crosstalk in a 2 × 2 PSE
A 2 × 2 PSE has four states, and the crosstalk of these

states is illustrated in Fig. 11. Fig. 11(a) shows the crosstalk
of a 2 × 2 PSE under the ‘‘straight’’ state. Two s-polarized
beams transmit from input I0 and I1 to output O0 and O1,
respectively. Each beam has part (ε) of the signal power
Fig. 10. The crosstalk in a 1 × 2 PSE: (a) the ‘‘straight’’ state and (b) the
‘‘turn’’ state.

Fig. 11. The crosstalk in a 2×2 PSE: (a) the ‘‘straight’’ state, (b) the ‘‘swap’’
state, (c) the ‘‘combine’’ state, and (d) the ‘‘split’’ state.

which transmits to another output, so each output has
εPin of s-polarized crosstalk. The crosstalk of a 2 × 2 PSE
under the ‘‘swap’’ state is shown in Fig. 11(b). The signal of
output O0 consists of (1 − ε)Pin of the p-polarized signal
from input I1 and εPin of p-polarized crosstalk from input
I0. The output O1 is similar to output O0. The crosstalk of
the ‘‘combine’’ state is shown in Fig. 11(c). The s-polarized
signal beam enters into the PSE via input I0, then (1−ε)Pin
of the signal departs from the PSE via output O0 and εPin
of the signal departs via output O1. The p-polarized signal
beam enters into the PSE via input I1, then (1− ε)Pin of the
signal departs from the PSE via output O0 and εPin of the
signal departs via output O1. Therefore, the output O1 has
2 · εPin crosstalk. The last case, shown in Fig. 11(d), is the
crosstalk of the ‘‘split’’ state. The s-polarized signal beam
and the p-polarized signal beam enter into the PSE via the
same input I0. Then (1 − ε)Pin signal power of both beams
departs via outputO0 andO1, respectively.Meanwhile, εPin
signal power of both beams departs via output O1 and O0,
respectively. Therefore, each output has εPin crosstalk.

3.2.3. Noise in a nonblocking 4 × 4 optical switch
The first-order noise of a nonblocking 4 × 4 optical

switch is shown in Fig. 12; we neglect the higher-order
crosstalk noise. As shown in Fig. 12(a), for either the
‘‘straight’’ state or the ‘‘swap’’ state, each output has 2 ·εPin
crosstalk. In Fig. 12(b), two PSEs are in the ‘‘combine’’ state
and the others are in the ‘‘split’’ state. We can see that each
output has 2 ·εPin crosstalk, too. There are the same results
in other permutation.

4. Strictly nonblocking networks with PSEs

We propose a new strictly nonblocking network which
is constructed by the nonblocking optical switches shown
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Fig. 12. First-order noise of a nonblocking 4 × 4 optical switch: (a) the ‘‘straight’’ state and the ‘‘swap’’ state and (b) the ‘‘combine’’ state and the ‘‘split’’
state.
in Figs. 3 and 9. In this section, the characteristics of
the new proposed network, such as network structure,
blocking property, numbers of PSEs and EOHWPs, system
insertion loss, number of drivers, signal-to-noise ratio, and
scalability, are discussed in detail. Then, we also compare
the properties of this new proposed network with those of
a double-layer network and a Beneš network.

4.1. Network structure

The basic structure of the new proposed N × N strictly
nonblocking network is shown in Fig. 13. The network
consists of two types of subnetwork: a 4 × N subnetwork
and an (N/4) × 1 subnetwork. The numbers of 4 × N
and (N/4)×1 subnetworks are (N/4) and N , respectively;
there is one interconnection line to connect a given pair of
4×N and (N/4)×1 subnetworks. The network dimension
of the proposed network structure is a multiple of 4, since
we use the 4 × N subnetwork. An (N/4) × 1 subnetwork
consists of (N/4) − 1 2 × 1 optical switching elements
which are arranged in a (k−2)-stage complete binary tree
structure. The term k represents log2 N . The basic structure
of the 4 × N subnetwork is shown in Fig. 14; it consists of
four 1 × 2 optical switching elements and two 4 × (N/2)
subnetworks. This structure is a recursive structure. The
basis of the 4×N subnetwork is a nonblocking 4×4 optical
switch, shown in Fig. 9. Therefore, the 4 × N subnetwork
can be divided into two parts: a 4 × N optical beam
splitter and an (N/4) nonblocking 4 × 4 optical switch.
The 4 × N optical beam splitter consists of four 1 × (N/4)
optical beam splitters. Each 1×(N/4) optical beam splitter
corresponds to an input channel, and each input channel
can be completely connected to all nonblocking 4 × 4
optical switches via a 1 × (N/4) optical beam splitter. The
1× (N/4) optical beam splitter consists of (N/4)−1 1×2
optical switching elements arranged in a (k − 2)-stage
complete binary tree structure. Fig. 15 shows a 4 × 16
subnetwork which consists of four 1 × 4 optical beam
splitters and four nonblocking 4×4 optical switches. In this
figure, one of the 1×4 optical beam splitters is indicated by
dashed lines; it has three 1× 2 optical switching elements
arranged in a two-stage complete binary tree structure.

4.2. Blocking properties

For each connection, the optical signal will transmit
through three parts: a 1 × (N/4) optical beam splitter, a
Fig. 13. The basic structure of an N × N strictly nonblocking network.

Fig. 14. The basic structure of a 4 × N subnetwork.

Fig. 15. A 4 × 16 subnetwork.

nonblocking 4×4 optical switch, and an (N/4)×1 optical
combiner (an (N/4)×1 subnetwork). The 1×(N/4) optical
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Table 1
The connection path table of a nonblocking 4 × 4 optical switch.

O0 O1

I0 E00 → S00 → E10 → L0 → S10 → E20 E00 → S00 → E10 → L0 → S10 → E21
I1 E01 → S00 → E10 → L0 → S10 → E20 E01 → S00 → E10 → L0 → S10 → E21
I2 E02 → S01 → E12 → L2 → S10 → E20 E02 → S01 → E12 → L2 → S10 → E21
I3 E03 → S01 → E12 → L2 → S10 → E20 E03 → S01 → E12 → L2 → S10 → E21

O2 O3

I0 E00 → S00 → E11 → L1 → S11 → E22 E00 → S00 → E11 → L1 → S11 → E23
I1 E01 → S00 → E11 → L1 → S11 → E22 E01 → S00 → E11 → L1 → S11 → E23
I2 E02 → S01 → E13 → L3 → S11 → E22 E02 → S01 → E13 → L3 → S11 → E23
I3 E03 → S01 → E13 → L3 → S11 → E22 E03 → S01 → E13 → L3 → S11 → E23
beam splitter is an active splitter switch and the (N/4)×1
optical combiner is an active combiner switch. Both are
strictly nonblocking [35]. The nonblocking 4 × 4 optical
switch will satisfy two conditions, unique feature and
shareability of the first stage of the EOHWPs, if it is strictly
nonblocking. The connection paths of the nonblocking 4×4
optical switch are shown in Table 1. For each given pair of
input and output, there is only one useful connection path;
this means that the nonblocking 4 × 4 optical switch has
the unique feature. However, we need to prove that the
operating state of the shared EOHWP is correct since some
connection requests will use the same EOHWP of the first
stage. Table 2 shows the operating states of all EOHWPs
of the first stage versus all connection requests. In Table 2,
there are three terms: ‘‘I ’’ represents the ‘‘inactive’’ state;
‘‘A’’ represents the ‘‘active’’ state; and blank represents the
‘‘don’t care’’ state. We find that the operating states are
the same for a given pair of connection requests which
share an EOHWP, and that they can exist concurrently. For
example, there are two connection requests: I0 → O0 and
I1 → O1; both share an EOHWP, E10, and the operating
states of E10 are the same, ‘‘inactive’’. With the content of
Table 2, we can prove the shareability of the first stage
of the EOHWPs. Therefore, a nonblocking 4 × 4 optical
switch is strictly nonblocking. Since all three parts are
strictly nonblocking, the new proposed network is strictly
nonblocking.We canprove this by contradiction. If the new
proposed network is not strictly nonblocking, there is at
least one part that needs to reroute the existing connection
paths, and that part is not strictly nonblocking. This does
not satisfy the known conditions. Therefore, the strictly
nonblocking property of the new proposed network is
proved.

4.3. Numbers of PSEs and EOHWPs

The numbers of PSEs and EOHWPs are major cost
factors. The number of 4 × N subnetworks in the new
proposedN×N strictly nonblocking network is (N/4). In a
4×N subnetwork, the numbers of 1× (N/4) optical beam
splitters and nonblocking 4 × 4 optical switches are 4 and
N/4, respectively. Each 1× (N/4) optical beam splitter has
(N/4)−1 1×2 optical switching elements and each 1×2
optical switching element is constructed by one PSE and
one EOHWP. A nonblocking 4×4 optical switch has 4 PSEs
and 12 EOHWPs. The total numbers of PSEs and EOHWPs in
a 4×N subnetwork are (2N−4) and (4N−4), respectively.
Table 2
The operating states of all EOHWPs of the
first stage versus all connection requests.

Request EOHWP
E10 E11 E12 E13

I0 → O0 I
I0 → O1 A
I0 → O2 A
I0 → O3 I
I1 → O0 A
I1 → O1 I
I1 → O2 I
I1 → O3 A
I2 → O0 A
I2 → O1 I
I2 → O2 I
I2 → O3 A
I3 → O0 I
I3 → O1 A
I3 → O2 A
I3 → O3 I

Hence, the numbers of PSEs and EOHWPs of all 4 × N
subnetworks are (N2/2 − N) and (N2

− N), respectively.
An (N/4) × 1 subnetwork consists of (N/4) − 1 2 × 1

optical switching elements arranged in a (log2 N−2)-stage
complete binary tree structure. The numbers of both PSEs
and EOHWPs of an (N/4) × 1 subnetwork are (N/4) − 1,
as each 2 × 1 optical switching element is constructed
by one PSE and one EOHWP. Therefore, the numbers of
both PSEs and EOHWPs of all (N/4) × 1 subnetworks are
(N2/4 − N). In total, the numbers of PSEs and EOHWPs in
the new proposed N × N strictly nonblocking network are
(3N2/4 − 2N) and (5N2/4 − 2N), respectively.

4.4. System insertion loss

System insertion loss is an important constraint of
system size; the system size could be larger if the system
insertion loss were lower. 1× (N/4) optical beam splitters
and (N/4) × 1 subnetworks have k − 2 stages of 1 × 2
and 2 × 1 optical switching elements, respectively. The
system insertion loss is (2k−4)LPSE+(2k−4)LEOHWP (in dB)
in these two parts. In a nonblocking 4 × 4 optical switch,
there are two stages of PSEs and three stages of EOHWPs,
and the system insertion loss is 2LPSE + 3LEOHWP (in dB).
Therefore, the system insertion loss of the new proposed
N×N network structure is (2k−2)LPSE+(2k−1)LEOHWP (in
dB), where LPSE and LEOHWP (in dB) are the insertion losses
of the PSE and the EOHWP, respectively.
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Fig. 16. An 8 × 8 strictly nonblocking network.

4.5. Number of drivers

The number of drivers is a minor cost factor. Fig. 16
shows an 8 × 8 network structure with PSEs in which all
EOHWPs have been numbered. We suppose that input I0 is
connected to output O5; its connection path is indicated by
dash lines in Fig. 16.

EOHWP10 andEOHWP14 are connected to the same1×2
optical switching element, S00. This 1×2 optical switching
element only passes one optical signal to either EOHWP10
or EOHWP14. Therefore, EOHWP10 and EOHWP14 could be
set to the same state in any connecting case, and they need
only one driver. There are eight pairs of EOHWPs in the
first stage, and each pair needs one driver. Therefore, eight
drivers are required. The EOHWPs in the third stage are
in the same situation, so there are eight drivers, too. The
EOHWPs in the zeroth and fourth stages, respectively, need
eight drivers, since each EOHWP has to be controlled by
an individual driver. Therefore, the EOHWPs in each stage,
except the innermost stage, need eight drivers in an 8 × 8
strictly nonblocking network. In the innermost stage, the
operating states of all EOHWPs are independent of each
other. In this stage, the number of EOHWPs is 16, and the
number of drivers is 16, too. In total, there are 48 drivers in
an 8 × 8 strictly nonblocking network.

There are five stages of EOHWPs in an 8 × 8 strictly
nonblocking network and (2k − 1) stages in an N × N
strictly nonblocking network. Except for the innermost
stage, the EOHWPs in each stage need N drivers, and there
are (2k − 2)N drivers in subtotal. There are N2/4 drivers
in the innermost stage. The total number of drivers is
(N2/4) + 2kN − 2N .

4.6. Signal-to-noise ratio

The noise comes from the crosstalk of each switching
element. We only discuss the first-order noise, the major
Fig. 17. The worst case of SNR of an 8 × 8 strictly nonblocking network.

noise, and eliminate the higher-order noise. We show the
worst case of signal-to-noise ratio of an 8 × 8 network as
shown in Fig. 17. Suppose that there are eight connection
requests: inputs (I0, I1, I2, I3, I4, I5, I6, I7) to outputs
(O0, O2, O1, O3, O4, O7, O6, O5). The connection diagram
is shown is Fig. 17. The bold lines present the signal
paths, the solid arrows represent the major s-polarization
noise paths, and the dotted arrows represent the major
p-polarization noise paths. In Fig. 17, we only show the
major noise of connection (I0, O0). At output O0, there is
3 ·εPin noise in total, which consists of 2 ·εPins-polarization
noise and εPinp-polarization noise. We can eliminate the
p-polarization noise by adding a polarizer at output O0 (as
shown in Fig. 17); therefore, there is ultimately 2 · εPins-
polarization noise. Hence, the signal-to-noise ratio of the
proposed network structure is 10 log10(1/(2 · ε)) = |X | −

3 [36] (|X | = 10 log10(1/ε)).
With a nonblocking 4 × 4 optical switch, the four

input channels are connected to four 1 × (N/4) optical
beam splitters, and the four output channels are connected
to four (N/4) × 1 optical combiners. The signal is first
transmitted into a 1 × (N/4) optical beam splitter. A
1 × (N/4) optical beam splitter has (N/4) outputs and
the power of the signals of all output channels forms a
binomial distribution: one (1 − ε)k−2Pin, (k − 2)ε(1 −

ε)k−3Pin, . . . , one εk−2Pin. These output signals are the input
signals of the nonblocking 4× 4 optical switches. All input
signals’ power of a nonblocking 4×4 optical switchmay be
expressed as (1 − ε)k−2Pin simultaneously, since the four
input signals come from four different 1 × (N/4) optical
beam splitters. The output of a nonblocking 4 × 4 optical
switch has the largest noise power, 2·εPin, in this situation.
Otherwise, the output has lower noise power or is pure
noise. The output signals of a nonblocking 4 × 4 optical
switch will transmit into the (N/4) × 1 optical combiners.
A (N/4) × 1 optical combiner has N/4 input channels,
and its all input signals come from different nonblocking
4 × 4 optical switches. A (N/4) × 1 optical combiner is
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constructed by (N/4−1) 2×1 optical switching elements,
arranged in a (k− 2)-stage complete binary tree structure.
The output signal power of a 2 × 1 optical switching
element is (1 − ε) times the input signal power at most,
no matter what the polarization of the input signal is (as
shown in Fig. 18). Therefore, the output signal power of a
(N/4) × 1 optical combiner is (1 − ε)k−2 times the input
signal power at most, since there are k − 2 stages of 2 ×

1 optical switching elements. At most one s-polarization
input signal and at most one p-polarization input signal
could be transmitted to the output of a (N/4) × 1 optical
combiner with the routing algorithm which is proposed
in Section 5. Fig. 19 shows an example of a 4 × 1 optical
combiner. There is one s-polarization signal and one p-
polarization signal to be transmitted to the output. The
main input signal becomes an s-polarization signal when it
departs from the output of the (N/4)×1 optical combiner,
no matter what its original polarization is. Meanwhile,
at most one first-order noise input, which has different
polarization than that of themain input signal, will become
a p-polarization signal and depart from the output. We
could eliminate this noise by a polarizer.

4.7. Characteristics comparison

Adouble-layer network has the lowest system insertion
loss of non-dilated networks [1]. We have proposed
modified polarization selection elements. When a double-
layer network is constructed with modified PSEs, its
system insertion loss, number of drivers, and number of
required components have been reduced [31]. Compared
with such a double-layer network constructed by PSEs, the
new proposed network structure has even lower system
insertion loss and fewer major components. Meanwhile,
we make a comparison between the new proposed
network structure with a Beneš network constructed with
PSEs. The new proposed network structure has lower
system insertion loss but the Beneš network has fewer
major components since it is a rearrangeably nonblocking
network. The signal-to-noise ratios of a double-layer
network and a Beneš network are |X | [36] and |X | −

10 log10(2k − 1) [37] (in dB), respectively. A comparison
of the characteristics between these network structures is
shown in Table 3.

4.8. Scalability

The transmission of a PSE is ηPSE = 0.9 [38], where the
PSE is constructed by a prism PBS, and the transmission of
an EOHWP is ηEOHWP = 0.85 [39]. Therefore, the system
insertion losses LPSE and LEOHWP are 0.46 and 0.71 (in dB),
respectively, and the system insertion loss of the new
proposed N × N network structure is 2.43 log2 N − 1.63.
We assume that the system insertion loss is allowed to be
30 dB [37]. Fig. 18 shows the system insertion loss versus
network dimension. We can see that the system insertion
loss is over 30 dB when the network dimension is 16384.
For the signal-to-noise ratio, we suppose that |X | = 20 dB
and ε = 10−2 [37]. The bit error rate is greater than
10−9 when the signal-to-noise ratio is less than 11 dB [37].
The signal-to-noise ratio versus the network dimension is
shown in Fig. 19.
Fig. 18. The system insertion loss versus network dimension.

Fig. 19. The signal-to-noise ratio versus network dimension.

5. Routing algorithm

In this section, we offer a routing algorithm for the new
proposed strictly nonblocking network. We first introduce
four terms used in the algorithm. The first term is (i)j,
which represents the jth bit of integer i; then i =

(i)k−1(i)k−2 . . . (i)0, and (i)j:m = (i)j(i)j−1 . . . (i)m. The
second term is S, which represents the source address of
a connection. The third term is D, which represents the
destination address of a connection. The last term is k,
which represents log2 N .

5.1. Routing algorithm

There are three arrays, Left, Middle, and Right, used in
the routing algorithm. These arrays are used to control all
drivers of the new proposed network. Array Left controls
the drivers from the zeroth stage to the (k − 2)th stage;
array Middle controls the drivers of the (k − 1)th stage;
and array Right controls the drivers from the kth stage to
the (2k−2)th stage. Array Left is a two-dimensional array,
whose first index maps the stage of drivers and whose
second index maps the input channel. For the first index,
0 maps the zeroth stage, 1 maps the first stage, and so on.
For the second index, 0maps input channel I0, 1maps input
channel I1, and so on. Array Middle is a one-dimensional
array, whose index maps the number of drivers in the
(k − 1)th stage. Array Right is a two-dimensional array,
whose first index maps the stage of drivers and whose
second index maps the output channel. For the first index,
0 maps the (2k − 2)th stage, 1 maps the (2k − 3)th
stage, and so on. For the second index, 0 maps output
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Table 3
Comparison of characteristics between the new proposed network, a double-layer network of PSEs, and a Beneš network of
PSEs.

New proposed network Double-layer network of PSEs Beneš network of PSEs

Number of PSEs 3N2/4 − 2N 5N2/4 − 2N kN − N/2
Number of EOHWPs (5N2/4 − 2N) 2N2

− 2N 2kN − N
System insertion loss (2k−2)LPSE+(2k−1)LEOHWP (2k − 1)LPSE + 2kLEOHWP (2k−1)LPSE+(4k−2)LEOHWP
Signal-to-noise ratio |X | − 3 |X | |X | − 10 log10(2k − 1)
Number of drivers N2/4 + 2kN − 2N 2kN kN − N/2
Blocking property Strictly nonblocking Strictly nonblocking Rearrangeably nonblocking
channel O0, 1 maps output channel O1, and so on. When
the value of the entry is ‘‘false’’, the operating state of the
EOHWP,which is controlled by the corresponding driver, is
‘‘inactive’’. Otherwise, the operating state of the EOHWP is
‘‘active’’. The data structures and the algorithm are shown
as follows. Each expression can be executed merely from
the source and destination addresses, not from the results
of other expressions. Therefore, all expressions could be
executed in parallel, and the time complexity of the routing
algorithm is O(1).

Data structures:

BooleanLeft[k− 1][N],Middle[N∗N/4],Right[k− 1][N];

Algorithm:
The zeroth stage:

Left[0][S] = (D)k−1;
Form the first stage to the (k − 3)th stage

Left[i][S] = (D)k−i XOR (D)k−i−1; (1 ≤ i ≤

k − 3)
The (k − 2)th stage

Left[k − 2][S] = (D)2 XOR (D)1 XOR (S)0;
The (k − 1)th stage

Middle[(S)∗(k−1):2N+(D)∗(k−1):24+(S)∗12+(D)1]

= (S)1 XOR (S)0 XOR (D)1 XOR (D)0;
The kth stage

Right[0][D] = (S)k−1;
Form the (k + 1)th stage to the (2k − 3)th stage

Right[i][D] = (S)k−i XOR (S)k−i−1; (1 ≤ i ≤

k − 3)
The (2k − 2)th stage

Right[k − 2][D] = (S)2 XOR (S)1 XOR (D)0;

5.2. Deduction

For a given connection request (S,D), we need to know
two things: which EOHWP to operate and the operating
state of the EOHWP.

Each EOHWP is controlled by a driver. Therefore,
instead of finding which EOHWP to operate, we can find
which driver to operate. The number of the operating
driver in the zeroth stage is the source address S, since the
source address S is the number of the corresponding input
channel, and the number of the driver in the zeroth stage
is the number of the corresponding input channel, too. The
numbers of the operating drivers from the first stage to the
(k − 2)th stage are the same as those in the zeroth stage.
Table 4
The location of the operating driver versus the source and destination
addresses of a nonblocking 4 × 4 optical switch.

S D
0(O0) 1(O1) 2(O2) 3(O3)

0(I0) 0(E10) 0(E10) 1(E11) 1(E11)
1(I1) 0(E10) 0(E10) 1(E11) 1(E11)
2(I2) 2(E12) 2(E12) 3(E13) 3(E13)
3(I3) 2(E12) 2(E12) 3(E13) 3(E13)

Fig. 20. The location of a nonblocking 4 × 4 optical switch.

The number of the operating driver in the (2k− 2)th stage
is the destination address D, since the destination address
D is the number of the corresponding output channel and
the number of the driver in the (2k − 2)th stage is the
number of the corresponding output channel, too. The
numbers of the operating drivers from the kth stage to
the (2k − 3)th stage are the same as for the (2k − 2)th
stage. Each EOHWP in the (k − 1)th stage needs its own
driver. The EOHWPs in the (k − 1)th stage of the new
proposed network are the collection of the EOHWPs in the
first stage of the nonblocking 4 × 4 optical switches. We
shall first find the operating driver in the first stage of the
nonblocking 4 × 4 optical switch. As shown in Table 4,
we can locate the operating driver versus the source and
destination addresses of the nonblocking 4 × 4 optical
switch from Table 1. We can derive that the location of the
operating driver is (S)∗12+ (D)1. Each connection will pass
through a nonblocking 4 × 4 optical switch; the location
of the switch is shown in Fig. 20. The nonblocking 4 × 4
optical switch is the yth switch of the xth 4×N subnetwork,
where x is equal to ⌊S/4⌋ = (S)k−1:2, and y is equal to
⌊D/4⌋ = (D)k−1:2. For the (k − 1)th stage, each 4 × N
subnetwork contains N EOHWPs, and each nonblocking
4× 4 optical switch contains four EOHWPs. Therefore, the
number of the operating driver in the (k − 1)th stage is
equal to (S)∗(k−1):2N + (D)∗(k−1):24 + (S)∗12 + (D)1.

The operating states of EOHWPs in the zeroth stage are
determined by the polarization of the signals of the zeroth
stage of the PSEs, and the operating states of the EOHWPs
in the (2k − 2)th stage are determined by the polarization
of the signals of the (2k − 3)th stage of the PSEs. The
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Table 5
Truth table of the EOHWPs in the zeroth stage of a nonblocking 4 × 4 optical switch.

(S)1 (S)0 (D)1 (D)0 E00 E01 E02 E03 Zeroth stage

0 0 0 0 0 0
0 0 0 1 0 0
0 0 1 0 1 1
0 0 1 1 1 1
0 1 0 0 1 1
0 1 0 1 1 1
0 1 1 0 0 0
0 1 1 1 0 0
1 0 0 0 0 0
1 0 0 1 0 0
1 0 1 0 1 1
1 0 1 1 1 1
1 1 0 0 1 1
1 1 0 1 1 1
1 1 1 0 0 0
1 1 1 1 0 0
Table 6
Truth table of the EOHWPs in the first stage of a nonblocking 4 × 4 optical switch.

(S)1 (S)0 (D)1 (D)0 E10 E11 E12 E13 First stage

0 0 0 0 0 0
0 0 0 1 1 1
0 0 1 0 1 1
0 0 1 1 0 0
0 1 0 0 1 1
0 1 0 1 0 0
0 1 1 0 0 0
0 1 1 1 1 1
1 0 0 0 1 1
1 0 0 1 0 0
1 0 1 0 0 0
1 0 1 1 1 1
1 1 0 0 0 0
1 1 0 1 1 1
1 1 1 0 1 1
1 1 1 1 0 0
operating states of the other EOHWPs are determined by
the polarization of the signals of the adjacent PSEs. The
polarization of the signal of each stage of the PSEs is
determined by the routing path, and the routing path is
determined by the address. The routing path of a 1×(N/4)
optical beam splitter is determined by the destination
address. When (D)i equals 0, where i is between 2 and
(k − 1), the signal’s polarization in the corresponding PSE
(in the (k − i − 1)th stage) is s-polarization; otherwise
it is p-polarization. As regards the PSEs, the polarization
expression of the ith stage is (D)k−i−1, where i is between
0 and (k−3). Therefore, the expression of the zeroth stage
of drivers is (D)k−1 and the expression of the ith stage is
(D)k−i XOR (D)k−i−1, where i is between 1 and (k− 3). The
routing path in an (N/4) × 1 combiner is determined by
the source address. By the same method, the expression
of the drivers in the (2k − 2)th stage is (S)k−1 and the
expression of the (2k − 2 − i)th stage, 1 ≤ i ≤ (k − 3),
is (S)k−i XOR (S)k−i−1. Table 5 shows the truth table of
the operating states of the EOHWPs in the zeroth stage
of a nonblocking 4 × 4 optical switch. The meaning of
the value in each entry is as follows: 0 represents the
‘‘inactive’’ state; 1 represents the ‘‘active’’ state; and blank
represents the ‘‘don’t care’’ state. The ‘‘Zeroth stage’’ field
is the combined result from the ‘‘E00’’ field to the ‘‘E03’’
field. We can get the general expression of the zeroth
stage as (D)1 XOR (S)0. Therefore, the general expression
of the (k − 2)th stage of the new proposed network is
(D)2 XOR (D)1 XOR (S)0, since we need to consider the
signal’s polarization of the (k − 3)th stage of the PSEs.
Table 6 shows the truth table of EOHWPs in the first stage;
the ‘‘First stage’’ field is the combined result from the ‘‘E10’’
field to the ‘‘E13’’ field. We can get the general expression
of the first stage as (S)1 XOR (S)0 XOR (D)1 XOR (D)0, and
the general expression of the (k − 1)th stage of the
new proposed network is the same. Table 7 shows the
truth table of EOHWPs in the second stage; the ‘‘Second
stage’’ field is the combined result from the ‘‘E20’’ field
to the ‘‘E23’’ field. We can get the general expression of
the second stage as (S)1 XOR (D)0. Therefore, the general
expression of the kth stage of the new proposed network
is (S)2 XOR (S)1 XOR (D)0, since it needs to consider the
signal’s polarization of the (k + 1)th stage of the PSEs.

6. Conclusion

A double-layer network is a strictly nonblocking
network, and it has the lowest system insertion loss of
non-dilated networks. A Beneš network has the same
system insertion loss as a double-layer network, and it is
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Table 7
Truth table of the EOHWPs in the second stage of the nonblocking 4 × 4 optical switch.

(S)1 (S)0 (D)1 (D)0 E20 E21 E22 E23 Second stage

0 0 0 0 0 0
0 0 0 1 1 1
0 0 1 0 0 0
0 0 1 1 1 1
0 1 0 0 0 0
0 1 0 1 1 1
0 1 1 0 0 0
0 1 1 1 1 1
1 0 0 0 1 1
1 0 0 1 0 0
1 0 1 0 1 1
1 0 1 1 0 0
1 1 0 0 1 1
1 1 0 1 0 0
1 1 1 0 1 1
1 1 1 1 0 0
a rearrangeably nonblocking network. We have presented
a double-layer network which could reduce the system
insertion loss, number of drivers, and number of required
components if it is constructed with modified PSEs which
have been presented in our previous study. And we have
proposed a nonblocking 4×4 optical switch and amodified
1 × 2 optical switching element with PSEs. Based on
these switches, a strictly nonblocking network structure
has been proposed in this paper. Compared with a double-
layer networkwith PSEs, the numbers of PSEs and EOHWPs
of the proposed network are significantly reduced, by 40%
and 37.5%, respectively. But they are still larger than for a
Beneš network since a Beneš network is a rearrangeably
nonblocking network. In addition, the system insertion
loss is LPSE + LEOHWP (in dB) less than that in a double-
layer network and LPSE + (2 log2 N − 1)LEOHWP (in dB)
less than that in a Beneš network, respectively. The signal-
to-noise ratio of the new proposed network structure is
|X | − 3 (in dB). It is a constant and higher than the
constraint, although it is lower than the signal-to-noise
ratio of a double-layer network. The number of drivers is
N2/4 + 2N log2 N − 2N , which is larger than for both a
double-layer network and a Beneš network.We also offer a
routing algorithm for the new proposed network; the time
complexity of the routing algorithm is O(1).
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