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We find a new set of the Bianchi type I power-law expanding solutions in a string-motivated Dirac-

Born-Infeld theory. Stability analysis shows that these power-law inflationary solutions remain stable with

or without the contribution of the Dirac-Born-Infeld effect. We also find a new set of Bianchi type I

expanding power-law solutions in a two scalar Dirac-Born-Infeld model with an additional phantom field.

It is shown that the inclusion of the phantom field turns the Bianchi type I power-law solutions unstable

during the inflationary phase.
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I. INTRODUCTION

An inflationary universe is a nice resolution to many
important phenomenona coded with cosmic microwave
background radiation that is consistent with the observa-
tions by the Wilkinson Microwave Anisotropy Probe [1,2].
Research interests have been pretty active in trying to
understand the physical origin of the highly isotropic uni-
verse. One of the most important predictions associated
with the inflation is the cosmic no-hair conjecture. This
conjecture claims that all classical hair should disappear
once the vacuum energy dominates. Note that the field
equations of the gravitational system with a cosmological
constant � can always be cast as

G�� � T�� þ�g�� ¼ 0; (1.1)

with the Einstein tensor G�� representing the geometric

impact of the gravitational effect driven by the energy
momentum tensor T�� and the cosmological constant �.

Gibbons and Hawking [3] and Hawking and Moss [4]
claimed that all models with a positive cosmological con-
stant will approach a late time de Sitter space, which was
later named as the cosmic no-hair theorem for Einstein
gravity. Robert Wald [5] provided a partial proof of this
conjecture. It was shown in Ref. [5] that the universe will
eventually evolve towards the late time de Sitter spacetime,
at least locally, for all non-type-IX Bianchi spaces under
certain physical conditions:

(a) there is a positive cosmological constant coupled to
the system,

(b) the matter sources obey both the dominant energy
condition and the strong-energy condition (SEC).

Note that the dominant energy condition (strong-energy
condition) is defined by the inequality T��t

�t� � 0

[ðT�� � 1
2g��TÞt�t� � 0] for all timelike vectors t� [5]

with T�� and T denoting the energy momentum tensor and

its trace for all the fields coupled to the gravitational
system. It was also shown in Ref. [5] that the type IX
Bianchi space behaves similarly provided that � is suffi-
ciently large.

Many known examples have been shown to support the
cosmic no-hair theorems under a number of different con-
straints on the field parameters [5–14]. Counterexamples
are, however, known to exist. These are examples that the
energy conditions do not hold exactly [15–17]. Many of
these solutions can be shown to be unstable [10,18–20].
Therefore, these results all appear to support the
Hawking’s no-hair conjecture. Consequently, it is very
important to examine all existing counterexamples to test
the validity of the no-hair conjecture.
Some of the studies focus on the effect of the higher

derivative corrections [21–52]. Recently, a new set of
anisotropic inflationary solutions seems to act as one
more counterexample to the no-hair conjecture [53–58].
It shows that, with a vector field coupled with the inflaton,
there could be a small anisotropic expansion in the Bianchi
type I (BI) space. This set of newly found anisotropic
inflation is also shown to be an attractor solution [59].
Analytic power-law solutions can also be found in a

model with an exponential scalar potential motivated by
supergravity theory [59]. In this approach, the anisotropic
hair seems to persist without the presence of a cosmologi-
cal constant. The one-scalar-field model studied in
Ref. [59] will be referred to as the Kanno-Soda-
Watanabe (KSW) model in this paper. In the hope that
the no-hair conjecture will prevail one way or the other, a
phantom field is introduced. The two-scalar-fields model
also admits a new set of power-law solutions. As a result,
we can show that the phantom field contribution does lead
the new set of solutions to collapse.
Note that the Dirac-Born-Infeld (DBI) model moti-

vated by string theory has attracted much attention lately
[60–69]. It is known that DBI inflation is driven by the
motion of a D3-brane in a warped throat region of a closed
and bounded internal space. In addition to a noncanonical
kinetic term, the effective action incorporates a potential
arising from the quantum interaction between D-branes. In
particular, one of the main reasons for the popularity of this
model is due to its large non-Gaussianity. Indeed, it was
shown that the DBI model has a strict lower bound on the
non-Gaussianity of the cosmic microwave background
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radiation power spectrum [60,61]. More discussions on this
subject can be found in Refs. [62–64,70–87].

Therefore, we would like to study the effect of the DBI
scalar field on the KSW model. A new set of power-law
solutions will be shown to exist shortly in this paper. To
investigate the stability of the obtained anisotropic power-
law inflation, we will extend the method proposed by
Ref. [65] for the stability analysis of the DBI field in the
isotropic universe. Stability analysis shows, however, that
this new set of solutions is still stable under the power-law
perturbations. In fact, we can extract the large-f effect of
the perturbation equations. The result shows that this set of
inflationary solutions remains stable even if the f term is
pretty large.

Therefore, we will turn our attention to the two-scalar-
fields DBI model with an additional phantom field coupled
to the system [88–90]. We will study the effect of this new
model on the stability of the BI space. Indeed, wewill show
that a new set of power-law anisotropic expanding solu-
tions does exist in the BI space. A detailed stability analy-
sis will also be performed. The result shows that the
phantom field does lead to the collapse of this new set of
solutions as expected.

This paper will be organized as follows: (i) A brief
review of the motivation of this research has been given
in Sec. I, (ii) in Sec. II, a one-scalar-field DBI model will be
introduced and analyzed, (iii) anisotropic Bianchi type I
solutions will be solved in Sec. III, (iv) in Sec. IV, we will
show that this new set of inflationary solutions is a set of
attractor solutions and remains stable in the presence of the
DBI scalar field, (v) the two-scalar-fields DBI model will
be discussed in Sec. V. In particular, we will show that the
system is unstable in the inflationary phase when the
phantom field is introduced. (vi) Finally, concluding re-
marks will be given in Sec. VI. In addition, some detailed
calculations related to the two-scalar-fields model will be
presented in the Appendix.

II. DIRAC-BORN-INFELD MODEL

The action of the Dirac-Born-Infeld model � [60–67]
we will be interested in is given by

S ¼
Z

d4x
ffiffiffi
g

p �
1

2
R� 1

fð�Þ
� ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ fð�Þ@��@��
q

� 1

�

� Vð�Þ � 1

4
h2ð�ÞF��F

��

�
; (2.1)

with F�� � @�A� � @�A� the Uð1Þ field tensor, and Vð�Þ
a non-negative potential arising from quantum interactions
between a D3-brane associated with � and other D-branes
[65]. hð�Þ is a scalar field potential coupled to the Uð1Þ
field [59]. We have also set the Planck scale Mp ¼ 1 for

convenience. Note that the above DBI f-dependent model
will be equivalent to the one-scalar-field model

S ! SKSW ¼
Z

d4x
ffiffiffi
g

p �
1

2
R� 1

2
@��@��� Vð�Þ

� 1

4
h2ð�ÞF��F

��

�
(2.2)

when we take the limit f ! 0. This one-scalar-field model
will be referred to as the KSW model [59] in this paper.
Similar to Ref. [59], we will also focus on the BI metric

given by

ds2 ¼ �dt2 þ exp½2�ðtÞ � 4�ðtÞ�dx2
þ exp½2�ðtÞ þ 2�ðtÞ�ðdy2 þ dz2Þ: (2.3)

In addition, the scalar field � and the vector field A� will

be chosen as � ¼ �ðtÞ and A� ¼ ð0; AxðtÞ; 0; 0Þ, respec-
tively, consistent with the Bianchi type I homogeneous
space.
The field equations of this model can be shown to be

@�½ ffiffiffiffiffiffiffi�g
p ðh2ð�ÞF��Þ� ¼ 0; (2.4)

€�¼�3 _�

�2
_��@�V

�3
�@�f

2f

ð�þ2Þð��1Þ
ð�þ1Þ�

_�2�h@�h

2�3
F��F

��;

(2.5)

�
R���1

2
Rg��

�
��@��@��þg��

�
1

fð�Þ
�
1

�
�1

�

þVð�Þþ1

4
h2ð�ÞF��F��

�
�h2ð�ÞF��F

�
� ¼0: (2.6)

Note that a new variable � is defined as � �
1=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� fð�Þ _�2

q
characterizing the motion of the brane

[65]. It is clear that � � 1 for non-negative fð�Þ [65].
Equation (2.4) can be solved directly to give the solution

of the gauge field as

_A xðtÞ ¼ h�2ð�Þ exp½��� 4��pA; (2.7)

with pA a constant of integration. As a result, the scalar
field equation (2.5) can be shown to be

€� ¼ � 3 _�

�2
_�� @�V

�3
� @�f

2f

ð�þ 2Þð�� 1Þ
ð�þ 1Þ�

_�2

þ h�3@�h

�3
exp½�4�� 4��p2

A: (2.8)

In addition, the metric equation (2.6) reduces to the follow-
ing component field equations:

_�2¼ _�2þ1

3

�
�2

�þ1
_�2þVð�Þþ1

2
h�2 exp½�4��4��p2

A

�
;

(2.9)
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€� ¼ �3 _�2 þ
�
�ð�� 1Þ
2ð�þ 1Þ

_�2 þ Vð�Þ
�

þ 1

6
h�2 exp½�4�� 4��p2

A; (2.10)

€� ¼ �3 _� _�þ1
3h

�2 exp½�4�� 4��p2
A: (2.11)

Note that we have used the identity

f ¼ �2 � 1

�2 _�2
(2.12)

in deriving the above equations. Note again that these
equations will agree with the field equations of the con-
ventional scalar field KSW model discussed in [59] once
we take the limit � ! 1.

III. ANISOTROPIC POWER-LAW SOLUTIONS

We will focus on the model with the exponential scalar
potential of the following form:

Vð�Þ ¼ V0 exp½���: (3.1)

The gauge kinetic potentials will also be chosen as

hð�Þ ¼ h0 exp½���; (3.2)

fð�Þ ¼ f0 exp½	��: (3.3)

Here we have chosen constants V0, h0, f0, �, �, and 	
carrying the boundary information of these potentials.

Note that the DBI theory motivated by string theory has
been studied in Refs. [60–64]. In such a theory, inflation
can be shown to be driven by the motion of a D3-brane in a
warped throat domain of closed and bounded internal
space. In particular, fðpÞ is the inverse of the D3-brane
tension with geometrical information about the throat in
the internal space [60–65]. The coupled potentials can be
of many different forms. In particular, exponential poten-
tials fð�Þ and Vð�Þ given in Eqs. (3.1) and (3.3) have been
studied in detail in Ref. [65] for their effect on the evolu-
tion of the flat Friedmann-Robertson-Walker space. The
other forms of potential such as fð�Þ ¼ �j�j�p and
Vð�Þ ¼ �j�jp have also been discussed in [65] too. The
case where fð�Þ ¼ constant has also been analyzed in
Ref. [69].

We will try to find a set of solutions following the ansatz
given by [59]:

�¼
 logðtÞ; �¼�logðtÞ; �¼�logðtÞþ�0: (3.4)

For the latter’s convenience, we will also introduce the
following new parameters:

u ¼ V0 exp½��0�; (3.5)

v ¼ p2
Ah

�2
0 exp½�2��0�; (3.6)

 ¼ f0 exp½	�0�: (3.7)

It is clear that u, v are positive constants. As a result, � can
be shown to be

� ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� �2t	��2

p : (3.8)

Note that � becomes a constant if 	� ¼ 2. We will set this
constant as �0 such that

� � �0 ¼ j	jffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
	2 � 4

p : (3.9)

Apparently, 	2 > 4 is required for the existence of such
solutions. This inequality implies that 	2 > 4f0 exp½	�0�
which could be realized if f0 � 1. Hence we will focus on
the solutions with 	� ¼ 2 from now on. Note that � > 1,
serving as the Lorentz factor, characterizes the motion of
the brane. A constant � implies a constant velocity of the
D3-brane in the throat domain.
The field equations (2.8), (2.9), (2.10), and (2.11) can be

reduced to the following equations,

��þ3
�

�2
0

þ�u

�3
0

þð�0þ2Þð�0�1Þ�
ð�0þ1Þ�0

��v

�3
0

¼0; (3.10)

� 
2 þ �2 þ �2
0�

2

3ð�0 þ 1Þ þ
u

3
þ v

6
¼ 0; (3.11)

� 
 þ 3
2 � �0ð�0 � 1Þ�2

2ð�0 þ 1Þ � u� v

6
¼ 0; (3.12)

� �þ 3
�� v

3
¼ 0; (3.13)

along with the following constraint equations that make all
terms in the field equations have the same power in time:

��þ 2
 þ 2� ¼ 1; (3.14)

�� ¼ �2: (3.15)

Equation (3.15) and 	� ¼ 2 imply that 	 ¼ �� < 0.
Recall that � > 1, serving as the Lorentz factor, charac-

terizes the motion of the brane. A constant � implies a
constant velocity of the D3-brane in the throat domain. We
have shown that the condition � ¼ constant leads naturally
to the relation 	 ¼ ��. This has to do with the fact that the
power-law solution of the form shown above, requiring
each term in the field equations to have the same power in
time, exists only when this condition is met. We will also
show again, in Sec. IV, that this set of power-law solutions
is also the fixed point solution of this system under the
choice � ¼ constant, or equivalently 	 ¼ ��. Therefore
this model appears to be the only interesting model with
possible fixed point solutions from a dynamical view.
Hence we will focus on the model with 	 ¼ �� only [65].
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In addition, the choice 	 ¼ ��, or equivalently
fð�ÞVð�Þ ¼ f0V0 ¼ constant, gives a DBI term of the
following form:

1

fð�Þ ð
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ fð�Þ@��@��

q
� 1Þ

¼ 4

�2�2
½ð1þ @��@

��Þ1=2 � 1� (3.16)

with � � 2
ffiffiffiffiffi
f0

p
exp½���=2�=�. Therefore, the parameter

	 ¼ �� represents the strength of coupling shown
above. Indeed, if we rewrite the potential Vð�Þ as Vð�Þ ¼
4f0V0=ð��Þ2, as a result, the scalar part of the Lagrangian
becomes

1

fð�Þ ð
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ fð�Þ@��@��

q
� 1Þ þ Vð�Þ

¼ 4

�2�2
½ð1þ @��@

��Þ1=2 � 1þ f0V0�: (3.17)

Therefore, the contribution of the effective scalar action
becomes negligible when � ! 1. This is consistent with
the result of looking at the behavior of Vð�Þ in the limit
� ! 1. Indeed, V will be very large when �> 0 in this
limit. Note that � tends to decrease under the influence of
the exponential potential with positive �. As a result, once
� crosses over the zero point, V will become extremely
small and negligible. Therefore, the scalar field will appear
to be a free field once �< 0.

Note that Eq. (3.14) can be written as

� ¼ 1

2
� 
 þ �

�
: (3.18)

Hence we can solve Eq. (3.13) as

v ¼ � 3ð3
 � 1Þ½ð2
 � 1Þ�� 2��
2�

(3.19)

with the help of Eq. (3.18). In addition, the constant u can
be solved as

u ¼ 2ð3
 � 2Þ�2
0

�2ð�0 þ 1Þ
� 3½6��
2 � ð6�2 þ 5��þ 4Þ
 þ �ð�þ 2�Þ��0

2�2ð�0 þ 1Þ
� 3�ð3
 � 1Þ½ð2
 � 1Þ�� 2��

2�2ð�0 þ 1Þ ; (3.20)

with the help of Eqs. (3.10), (3.18), and (3.19). As a result,

 can be shown to obey the following equation:

6�ð�þ 2�Þ
2 � ð�2 þ 8��þ 12�2 þ 8�0Þ
 ¼ 0:

(3.21)

Other than a trivial solution 
 ¼ 0, there is another non-
trivial solution


 ¼ �2 þ 8��þ 12�2 þ 8�0

6�ð�þ 2�Þ : (3.22)

Finally, �, u, and v can now be written as functions of the
parameters �, �, and �0:

� ¼ �2 þ 2��� 4�0

3�ð�þ 2�Þ ; (3.23)

u ¼ u0 � 2�0ð�0 � 1Þ
ð�0 þ 1Þ�2

; (3.24)

v ¼ ð�2 þ 2��� 4�0Þð��2 þ 4��þ 12�2 þ 8�0Þ
2�2ð�þ 2�Þ2 ;

(3.25)

with

u0 ¼ ð��þ 2�2 þ 2�0Þð��2 þ 4��þ 12�2 þ 8�0Þ
2�2ð�þ 2�Þ2 :

(3.26)

If the solutions we are looking for represent expanding
solutions, both 
 þ � and 
 � 2� have to be positive. It is
easy to see that 
 þ � ¼ 1=2þ �=� > 0 implies that

�ð�þ 2�Þ> 0: (3.27)

Hence we will assume that both � and � are positive
constants. For 
 � 2� to be positive,


 � 2� ¼ ��2 þ 4�2 þ 8�0

2�ð�þ 2�Þ > 0 (3.28)

implies that

4�2 þ 8�0 > �2: (3.29)

As a result, ��2 þ 4��þ 12�2 þ 8�0 > 0 is ensured.
Therefore, the constraint v > 0 implies the following
constraint:

�2 þ 2�� > 4�0: (3.30)

By defining E ¼ �=� and F ¼ �0=ð�2 þ 2��Þ, we can
write the constraints in a more compact form:

2Eþ 1> 2Eþ 8F� 1> 0: (3.31)

Note that u0 is always positive under the above constraints.
The constraint u > 0 implies, however, the following
constraint:

u0�
2 >

2�0ð�0 � 1Þ
ð�0 þ 1Þ : (3.32)

In summary, the field parameters �, �, �0 are required to
obey three inequalities shown above in Eqs. (3.31) and
(3.32). In addition, inflationary solutions will require that
� � �.
We can also define the average slow-roll parameter

given by [59]
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" � � _H

H2
¼ 6�ð�þ 2�Þ

�2 þ 8��þ 12�2 þ 8�0

; (3.33)

and the anisotropy defined as

�

H
� _�

_�
¼ 2ð�2 þ 2��� 4�0Þ

�2 þ 8��þ 12�2 þ 8�0

: (3.34)

The relation between the average slow-roll parameter and
the anisotropy is hence given by

�

H
¼ 1

3
I"; (3.35)

with

I ¼ 3� ¼ 1� 4�0

�ð�þ 2�Þ : (3.36)

Note that the inequality (3.30) leads us to the constraint
0< I < 1. Therefore, it is clear that the anisotropy will
have to be small for all inflationary solutions.

Moreover, the power-law solutions we found will drive

the gauge field to grow according to _Ax / t�ð
þ4�þ2��Þ /
t3
�2. As a result, the gauge field grows very fast during the
inflationary phase. Therefore the F2 ¼ F��F

�� term in the

field equation (2.6) grows as t�4ð
þ��1Þ. In fact, this is
exactly the special feature of the anisotropically expanding
power-law solution [59]. It keeps the evolution of anisot-
ropy, characterized by _� in Eq. (2.11), from decaying to
nothing. Indeed, the power-law solutions we found require
each single term in Eq. (2.11) to grow as 1=t2. The last term
in Eq. (2.11) is derived from the h2F2 coupling in Eq. (2.6).
Therefore, the F2 term has to explode when h2ð�Þ tends to
zero even faster. As a result, the F2 term can successfully
compensate the decreasing rate of the contribution from the
h2 term. Nonetheless, we can only observe the effect of the
gauge field through the complete couplingh2F2. Indeed,we
can only observe exp½���F�� instead of F�� directly.

In fact, Eq. (2.10) can be interpreted as the total energy
shared by the anisotropy (�), the scalar field (�), and the
scalar-vector coupling (h2F2), which together drive the
expansion of the universe characterized by _�2. According
to Eq. (2.11), the growth of the anisotropy ( €�) can be
interpreted as being driven by the nonvanishing contribu-
tion from the h2F2 term. Indeed, it is easy to see that the
trivial solution _� ¼ 0 does not exist in the presence of the
nonvanishing coupling h2F2. In short, the coupled scalar
potential hð�Þ plays a very unique role in the evolution of
the anisotropy that attracts our attention.

IV. STABILITYANALYSIS OF
THE EXPANDING SOLUTIONS

A. Dynamical equations

The field equations (2.8), (2.10), and (2.11) can be
recombined and cast as a set of a dynamical system with
autonomous equations of the following form:

dX

d�
¼ Z2

3
ðX þ 1Þ þ X

�
3ðX2 � 1Þ þ Y2

2�̂

�
; (4.1)

dY

d�
¼ �̂3�

�
3ðX2�1Þþ Y2

�̂ð�̂þ1Þ
�
þ3ðX2� �̂2ÞY

þ
�
	
ð2�̂þ1Þð�̂�1Þ

�̂þ1
þY

�̂

�
Y2

2
þ
�
Y

3
þ �̂3

�
�

2
þ�

��
Z2;

(4.2)

dZ

d�
¼ Z

�
3ðX2 � 1Þ þ Y2

2�̂
þ Z2

3
� 2X � �Y þ 1

�
; (4.3)

d�̂

d�
¼ �ð1� �̂2ÞY

2�̂

�
	þ 2

Y2

dY

d�

� 2

Y

�
3ðX2 � 1Þ þ Y2

2�̂
þ Z2

3
þ 3

��
; (4.4)

with an e-folding number as the new time coordinate d� ¼
_�dt [59,65]. Here we have defined the following dimen-
sionless variables:

X ¼ _�

_�
; Y ¼

_�

_�
; Z ¼ hð�Þ exp½��þ 2�� _�

_�
;

_� ¼ h�2 exp½��� 4��pA: (4.5)

We have also defined �̂ ¼ 1=� for convenience. Note that
Eqs. (4.3) and (4.4) are in fact constraint equations repre-
senting the dynamics of the potentials hð�Þ and fð�Þ
[59,65]. We have totally three field variables: �, �, and
�. There should be totally three independent field equa-
tions for the system. After we parametrize these field
variables as dimensionless variables, X, Y, and Z, the
second order field equations (2.8), (2.10), and (2.11) reduce
to a set of first order differential equations. Moreover, �̂
can be regarded as an auxiliary field representing the
constraint on �. As a result, Eq. (4.4) can be regarded as
a constraint equation. We will be looking for consistent
fixed point solutions for the system. Recall that we have
already shown in Sec. III that the choice 	 ¼ �� is in fact
equivalent to the choice � ¼ constant. Therefore, we are
naturally led to add (4.4) as an additional dynamical equa-
tion. The condition will then emerge naturally as the fixed
point equation requiring d�̂=d� ¼ 0.
In addition to the above set of field equations, we also

have the Hamiltonian constraint derived from Eq. (2.9):

3ðX2 � 1Þ þ Y2

�̂ð�̂þ 1Þ þ
Z2

2
¼ �Vð�Þ

_�2
: (4.6)

At the fixed points where dX=d� ¼ dY=d� ¼ dZ=d� ¼
d�̂=d� ¼ 0, Eqs. (4.1) and (4.3) can be rearranged as

Z2 ¼ 3Xð1� 2XÞ � 3�XY; (4.7)
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3ðX2 � 1Þ þ Y2

2�̂
¼ 2X þ �Y � 1� 1

3
Z2: (4.8)

As a result, the fixed point equation derived from Eq. (4.4)
implies that

Y ¼ 4

	� 2�
ðXþ 1Þ: (4.9)

Here we have ignored all trivial solutions such as �̂ ¼ 1,
X ¼ 0, Y ¼ 0, and Z ¼ 0 since we are looking for non-
trivial solutions. We can eliminate Y and Z from Eq. (4.8)
and find that the equation of X becomes a linear equation if
X þ 1 � 0. As a result, X can be solved directly to give

X ¼ 2½�̂	ð	� 2�Þ � 4�
�̂ð	2 � 8	�þ 12�2Þ þ 8

: (4.10)

Hence we can obtain the fixed point solutions to Y and Z:

Y ¼ 12�̂ð	� 2�Þ
�̂ð	2 � 8	�þ 12�2Þ þ 8

; (4.11)

Z2 ¼ 18½�̂	ð	� 2�Þ � 4�½�̂ð�	2 � 4	�þ 12�2Þ þ 8�
½�̂ð	2 � 8	�þ 12�2Þ þ 8�2 :

(4.12)

The fixed point equation dY=d� ¼ 0 derived from
Eq. (4.2) therefore gives us the following algebraic con-
straint on the field parameters:

ð�þ 	Þ�̂3

�
3ðX2 � 1Þ þ Y2

�̂ð�̂þ 1Þ þ
Z2

2

�
¼ 0: (4.13)

The �-independent combination in the above equation is
nothing but Vð�Þ= _�2 from the Hamiltonian constraint (4.6)
. Vð�Þ will not vanish for all �. Hence 	 ¼ �� is the only
fixed point solution to the dynamical system (4.1), (4.2),
(4.3), (4.4), (4.5), and (4.6).

This is a very unique property of the DBI theory with an
exponential potential adopted in this paper and also in
Ref. [65]. For these models of interest, the only way to
admit a stable fixed point solution is to set 	 ¼ ��. Recall
that we derive this condition because this is the only way
that each single term in the field equations will have the
same order in time for the power-law solutions.
Alternatively, we can also derive this condition from solv-
ing the fixed point solution in the dynamical approach. In
fact, the dynamical approach reveals enriched information
concerning the dynamical details of the system.

As a result, we have a set of fixed point solutions for
	 ¼ ��:

X ¼ 2½�̂�ð�þ 2�Þ � 4�
�̂ð�2 þ 8��þ 12�2Þ þ 8

; (4.14)

Y ¼ � 12�̂ð�þ 2�Þ
�̂ð�2 þ 8��þ 12�2Þ þ 8

; (4.15)

Z2 ¼ 18½�̂�ð�þ 2�Þ � 4�½�̂ð��2 þ 4��þ 12�2Þ þ 8�
½�̂ð�2 þ 8��þ 12�2Þ þ 8�2 :

(4.16)

Indeed, this set of fixed point solutions is exactly the set of
power-law solutions we have presented in Sec. III.
In addition, we can also show that this set of fixed point

solutions is an attractor solution to the dynamical equation
given above. Indeed, the stability of the dynamical system
can also be solved analytically in the inflationary phase
where �=� � 1 or equivalently 
 � 2� � 1 and 
 þ
� � 1. Consequently, it can be shown that X ’ �=ð3�Þ �
1, Y ’ �2=� � 1, and Z2 ’ 3�=� � 1 during the infla-
tionary phase. As a result, we can perturb the dynamical
equations around the anisotropic fixed points ðX; Y; ZÞ and
obtain the following perturbation equations:

d�X

d�
’ �3�X; (4.17)

d�Y

d�
’ �3�̂2�Y þ 2�̂3

ffiffiffiffiffiffiffiffiffi
3��

p
�Z; (4.18)

d�Z

d�
’ � ffiffiffiffiffiffiffiffiffi

3��
p

�Y � 2�Z: (4.19)

Setting the perturbation as [59,65]

�X / exp½!̂��; �Y / exp½!̂��;
�Z / exp½!̂��; ��̂ / exp½!̂��; (4.20)

the following eigenvalues !̂ can be easily solved: !̂1 ¼ 0,
!̂2 ¼ �3, and

!̂3;4 ¼ � 2þ 3�̂2 � ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffið2þ 3�̂2Þ2 � 24�̂2ð1þ ���̂Þp
2

� 0:

(4.21)

Therefore, all modes are apparently stable modes. As a
result, we can show that the fixed points we found are
attractor solutions. In particular, the numerical result
shown in Fig. 1 also shows clearly that the fixed point
solution is indeed an attractor solution.

B. Power-law perturbations

We can show directly from the dynamical equation given
above that the fixed point solutions are stable solutions
following the method presented in Refs. [59,65]. The proof
will not be easy once we introduce an additional phantom
field later in Sec. V. Indeed, the perturbation method can
only predict whether a solution is stable or not near the fixed
point. It will not predict whether such a solution is an
attractor solution or not. The perturbation method can,
however, still be very helpful if we only want to know
whether a fixed point is unstable. In such cases, the pertur-
bation method turns out to be a very convenient method. In
order to study the stability of this set of expanding solutions
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near the fixed point and compare it with amore complicated
system involving additional phantomfield coupling,wewill
consider the power-law perturbations of the following
fields: �� ¼ A�t

n, �� ¼ A�t
n, �� ¼ A�t

n [91]. In par-

ticular, �� can be shown to be

�� ¼ � 2

�
�3

0ð1þ nÞA�t
n: (4.22)

Note that the parameter  can be written as a function of �0

following Eq. (3.9):

 ¼ ð�2
0 � 1Þ�2

4�2
0

: (4.23)

Consequently, we can show that the perturbation of �
becomes

�� ¼
�
1þ n

2

�
�0ð1� �2

0Þ�A�t
n: (4.24)

In addition, wewill also define the following parameters for
convenience:

Y1 ¼ �ð�0 � 1Þð2�0 þ 1Þ
�0ð�0 þ 1Þ �; (4.25)

Y2 ¼ ��0ð�0 � 1Þð�2
0 þ 2�0 � 1Þ

2ð�0 þ 1Þ �; (4.26)

Ym ¼ m�m
0 ð1� �2

0Þ
2

�; for m ¼ �2;�3; (4.27)

M ¼ ð�0 þ 2Þð�0 � 1Þ
�0ð�0 þ 1Þ ; (4.28)

N ¼ �0ð�0 � 1Þ
ð�0 þ 1Þ : (4.29)

With the help of these parameters we can show that the
perturbation of Eqs. (2.8), (2.10), and (2.11) can be
written as

A11A� þ A12A� þ A13A� ¼ 0; (4.30)

A21A� þ A22A� þ A23A� ¼ 0; (4.31)

A31A� þ A32A� þ A33A� ¼ 0; (4.32)

with

A11 ¼
�
6��2

0 n

�
� 4��3

0 �v

�
; A12 ¼ �4��3

0 �v;

A13 ¼
�
�n2 þ

�
1� 2Mþ 2Y1

�
� 3��2

0 
 þ 6

�
Y�2


þ Y�3ð��uþ �vÞ
�
nþ 2Y1

�
þ 6

�
Y�2


� ��3
0 ð�2uþ 2�2vÞ þ Y�3ð��uþ �vÞ

�
; (4.33)

A21 ¼ �
�
n2 þ ð6
 � 1Þnþ 2v

3

�
; A22 ¼ � 2v

3
;

A23 ¼ �
�
2Nn

�
� 2Y2n

�2
� �uþ �v

3
� 2Y2

�2

�
; (4.34)

A31 ¼�
�
3�nþ4v

3

�
; A32¼�

�
n2þð3
�1Þnþ4v

3

�
;

A33 ¼�2�v

3
: (4.35)

These equations can hence be written as a matrix equation,

D
A�

A�

A�

0
B@

1
CA �

A11 A12 A13

A21 A22 A23

A31 A32 A33

2
64

3
75

A�

A�

A�

0
B@

1
CA ¼ 0; (4.36)

As a result, a nontrivial solution exists only when

detD ¼ 0: (4.37)

It is straightforward to show that this determinant equation
gives a degree 6 polynomial equation of n of the following
form:

nð�n5 þ . . .þ a1Þ ¼ 0: (4.38)

In addition, it is also straightforward to show that the
coefficient a1 is

a1 ¼ �2vð��3
0 �2uþ Y�3�u� Y�3�v� 6Y�2�

�1


� 2Y1�
�1Þð5
 � �� 1Þ � 4��3

0 vðuþ 2Y2�
�3Þ

	 ½ð3
 � 3�� 1Þ��� 2�0�:
(4.39)

Therefore, the necessary condition for the existence of a
nontrivial solution n is that n has to obey the following
equation:

fðnÞ ¼ n5 � a5n
4 � a4n

3 � a3n
2 � a2nþ b1 ¼ 0

(4.40)

with b1 ¼ �a1 and

0.00

0.05

0.10

X

0.10
0.05

0.00
0.05

0.10
Y

0.00
0.05

0.10
Z

FIG. 1 (color online). The phase flow in the phase space span
by X, Y, Z depicted for � ¼ 0:1, � ¼ 50, and � ¼ 1:5 indicates
that the trajectories converge to the anisotropic fixed point.
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�3
0�

2

v
b1 ¼

�
2�2u0 þ 3ð�2

0 � 1Þ
�
�2u0 � ð��vþ 4�0
Þ þ 2

3
�0

��
½5
 � �� 1��2

þ 4½�2u0 � �0ð�2
0 � 1Þ�½ð3
 � 3�� 1Þ��� 2�0�: (4.41)

Note again that a1 reduces to the coefficient c1 in the
stability equation of the KSW model when we take the
limit �0 ¼ 1 [91]. It is known that the polynomial equation
fðnÞ ¼ 0 will have at least one positive root if b1 < 0. On
the contrary, if b1 � 0, the property of the roots to the
equation fðnÞ ¼ 0 is comparably difficult to predict with-
out the highly complex analysis of the coefficients a2, a3,
a4, and a5.

Furthermore, if the expanding solutions represent infla-
tionary solutions, it will require that 
 � 2� � 1 and 
 þ
� � 1. In particular, 
 þ � � 1 implies that

� � �: (4.42)

In addition, the parameters 
 , u0, and v behave as


 ’ �

�
; � ’ 1

3
; u0 ’ 3
2; v ’ 3
; (4.43)

in the inflationary phase. Note that 
 ’ �=�þ 1=6 with
1=6 much smaller as compared to �=� � 1. Therefore the
small factor 1=6 is omitted in the above approximation. In
addition, � ¼ 1=3 really means that � ’ Oð1Þ. The DBI
term is considered as the leading correction to the KSW
scalar field model. Therefore, � is expected to be close to
the limit � ¼ 1. Hence we will assume that �0 is of the
order of 1, �0 ’ Oð1Þ, as compared to the scaling factor

 ’ �=�. For simplicity, we will also assume � is also of
the order of 1, � ’ Oð1Þ. As a result, we can examine the
approximated behavior of the coefficient b1 during the
inflationary phase:

�3
0�

2

v
b1 ’ 6�4
3½6
 þ 5�: (4.44)

It is apparent that b1 > 0 during the inflationary phase
unless �0 is extremely large. However, �0 cannot be too
large because of the constraint v > 0. This constraint
implies that �2 þ 2�� > 4�0 following Eq. (3.30). In or-
der to extract the contribution of the �0 terms, we can
assume that �0 ’ ��. If �0=�

2 is of the same order as the
term �=�0, v will pick up another correction: v ’ 3
 �
6�0=�

2. Therefore, by counting powers of �0=�
2 and �=�,

the leading order terms that are large in the �0 contribution
can be shown to come from those terms that are propor-
tional to (�2

0 � 1). Therefore, the DBI effect can be ex-

tracted by collecting all the dominating terms that are
proportional to �2

0 � 1 in b1.
It is then quite straightforward to show that the domi-

nating effect of the large �0 is in fact positive definite:

�3
0�

2

v
~b1 ¼ 18�3

0�
2 > 0: (4.45)

Therefore, the � contribution will not affect the positivity
of the coefficient b1. As a result, the inflationary power-law
solutions in the BI space appear to be stable for the DBI
model. Hence, we will turn our attention to the effect of an
additional scalar field on the stability property of similar
power-law expanding solutions in Bianchi type I space.
Fortunately, we can also find a new set of power-law
solutions for the two-scalar-fields DBI model.

V. THE TWO-SCALAR-FIELDS DBI MODEL

A. The model

The action of the two-scalar-fields DBI model [59–67]
mentioned earlier is given by the following action:

S¼
Z
d4x

ffiffiffiffiffiffiffi�g
p �

R

2
� 1

fð�Þð
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þfð�Þ@��@��

q
�1Þ

�!

2
@�c @�c �V1ð�Þ�V2ðc Þ�1

4
h2ð�;c ÞF��F

��

�
:

(5.1)

Here c is either a canonical or phantom field depending on
the sign of !. Field equations of the action (5.1) can be
shown to be

@�½ ffiffiffiffiffiffiffi�g
p ðh2F��Þ� ¼ 0; (5.2)

€� ¼ � 3H

�2
_�� @�V1

�3
� @�f

2f

ð�þ 2Þð�� 1Þ
ð�þ 1Þ�

_�2

� h@�h

2�3
F��F

��; (5.3)

€c ¼ �3H _c � @cV2

!
� h@c h

2!
F��F

��; (5.4)

�
R�� � 1

2
Rg��

�
� �@��@���!@�c @�c

þ!

2
g��@

�c @�c þ g��

�
1

f

�
1

�
� 1

�
þ V1 þ V2

þ h2

4
F��F��

�
� h2F��F

�
� ¼ 0: (5.5)

Similarly, we will consider the exponential potentials,

V1ð�Þ ¼ V01 exp½�1��; (5.6)

V2ðc Þ ¼ V02 exp½�2c �; (5.7)

and the exponential gauge kinetic functions,

hð�; c Þ ¼ h0 exp½�1�� exp½�2c �; (5.8)
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fð�Þ ¼ f0 exp½	��; (5.9)

with V0i, h0, f0, �i, �i, 	 as constants specified by the
corresponding boundary values. Note that Eq. (5.2) can
still be solved to give

_A xðtÞ ¼ h�2 exp½��� 4��pA; (5.10)

with pA a constant of integration. We will be looking for
power-law solutions of the following forms [59]:

� ¼ 
 logðtÞ; � ¼ � logðtÞ;
� ¼ �1 logðtÞ þ�0; c ¼ �2 logðtÞ þ c 0: (5.11)

For convenience, we will also introduce the following new
variables:

u1 ¼ V01 exp½�1�0�; (5.12)

u2 ¼ V02 exp½�2c 0�; (5.13)

~v ¼ p2
Ah

�2
0 exp½�2�1�0 � 2�2c 0�; (5.14)

 ¼ f0 exp½	�0�: (5.15)

Note that ui and ~v are all positive parameters. We can show
that (see the Appendix for details) � is a constant when
	�1 ¼ 2:

� � �0 ¼ j	jffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
	2 � 4

p : (5.16)

Similar to the discussion in the previous section, we will
also focus on the special case that 	�1 ¼ 2. With the ansatz
given by Eq. (5.11), the whole set of the field equations
(A1)–(A5) can be solved to give the following solutions
given by the parameters


 ¼ 4ð�1�2 þ �2�1Þð2�1�2 þ 3�1�2 þ 3�2�1Þ þ �2
1�

2
2 þ 8ð!�2

1 þ �0�
2
2Þ

6�1�2ð�1�2 þ 2�1�2 þ 2�2�1Þ ; (5.17)

� ¼ �1�2ð�1�2 þ 2�1�2 þ 2�2�1Þ � 4ð!�2
1 þ �0�

2
2Þ

3�1�2ð�1�2 þ 2�1�2 þ 2�2�1Þ ; (5.18)

u1 ¼ ~u0 � 2�0ð�0 � 1Þ
ð�0 þ 1Þ�2

1

; (5.19)

u2 ¼ �	 ½�2
1ð�2�2 þ 2�2

2 þ 2!Þ þ 2�1�2�1�2 þ 4ð!�1�1 � �0�2�2Þ�
2½�1�2ð�1�2 þ 2�1�2 þ 2�2�1Þ�2

; (5.20)

~v ¼ �	 ½�1�2ð�1�2 þ 2�1�2 þ 2�2�1Þ � 4ð!�2
1 þ �0�

2
2Þ�

2½�1�2ð�1�2 þ 2�1�2 þ 2�2�1Þ�2
; (5.21)

with

~u 0 ¼ �	 ½�2
2ð�1�1 þ 2�2

1 þ 2�0Þ þ 2�1�2�1�2 � 4ð!�1�1 � �0�2�2Þ�
2½�1�2ð�1�2 þ 2�1�2 þ 2�2�1Þ�2

; (5.22)

� ¼ 4ð�1�2 þ �2�1Þð�1�2 þ 3�1�2 þ 3�2�1Þ � �2
1�

2
2 þ 8ð!�2

1 þ �0�
2
2Þ: (5.23)

t It can then be shown that 
 þ � ¼ 1=2þ ð�1�2 þ
�2�1Þ=ð�1�2Þ is always positive for positive �i and �i.
Therefore, we can also show that


 � 2� ¼ 4ð�1�2 þ �2�1Þ2 � �2
1�

2
2 þ 8ð!�2

1 þ �0�
2
2Þ

2�1�2ð�1�2 þ 2�1�2 þ 2�2�1Þ :

(5.24)

Consequently, the constraint of the expanding solutions
with 
 � 2�> 0 implies that

4ð�1�2 þ �2�1Þ2 � �2
1�

2
2 þ 8ð!�2

1 þ �0�
2
2Þ> 0: (5.25)

In addition,�> 0 if the inequality (5.25) holds. Moreover,
u1 > 0 implies that

~u 0 >
2�0ð�0 � 1Þ
ð�0 þ 1Þ�2

1

: (5.26)

Note that u0 is always positive if ! ¼ �1. Hence, for
convenience, we will focus on the case that ! ¼ �1;
namely, c will be assumed to be a phantom field from
now on. In addition, the positivity of the parameters u2 and
~v implies two more constraints:

�2
1ð�2�2 þ 2�2

2 þ 2!Þ þ 2�1�2�1�2

þ 4ð!�1�1 � �0�2�2Þ> 0; (5.27)
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�1�2ð�1�2 þ 2�1�2 þ 2�2�1Þ � 4ð!�2
1 þ �0�

2
2Þ> 0:

(5.28)

Similarly to earlier results, we can also write the inequal-
ities (5.25) and (5.28) in a more comprehensive form as

2 ~Eþ 1> 2 ~E� 8 ~F� 1> 0; (5.29)

by defining the following parameters:

~E ¼ �1�2 þ �2�1

�1�2

;

~F ¼ � !�2
1 þ �0�

2
2

�1�2ð�1�2 þ 2�1�2 þ �2�1Þ>� 1

4
: (5.30)

In summary, we have totally four independent inequalities
to be observed: (5.26) and (5.27), if the power-law solu-
tions we found are to represent expanding solutions in the
BI space.

B. Stability analysis of the expanding solutions

In order to study the stability of this set of expanding
solutions, we will consider the power-law perturbations of
the following fields: �� ¼ B�t

n, �� ¼ B�t
n, �� ¼ B�t

n,

�c ¼ Bc t
n [91]. Similarly, �� can also be shown to be

�� ¼
�
1þ n

2

�
�0ð1� �2

0Þ�1B�t
n: (5.31)

Note that we are trying to show that this new set of
solutions is composed of unstable solutions; therefore
power-law perturbation will be shown to be good enough
for this task. Moreover, the perturbation equations of
Eqs. (A1), (A2), (A4), and (A5) also form a set of algebraic
equations that can be written as a matrix equation:

~D

B�

B�

B�

Bc

0
BBBBB@

1
CCCCCA�

B11 B12 B13 B14

B21 B22 B23 B24

B31 B32 B33 B34

B41 B42 B43 B44

2
666664

3
777775

B�

B�

B�

Bc

0
BBBBB@

1
CCCCCA¼0; (5.32)

with

B11 ¼
�
6��2

0 n

�1

� 4��3
0 �1 ~v

�
; B12 ¼ �4��3

0 �1 ~v;

B13 ¼
�
�n2 þ

�
1� 2Mþ 2Y1

�1

� 3��2
0 
 þ 6

�1

Y�2


þ Y�3ð��1u1 þ �1 ~vÞ
�
nþ 2Y1

�1

þ 6

�1

Y�2


� ��3
0 ð�2

1u1 þ 2�2
1 ~vÞ þ Y�3ð��1u1 þ �1 ~vÞ

�
;

B14 ¼ �2��3
0 �1�2 ~v; (5.33)

B21¼
�
6n

�2

þ4�2 ~v

�
; B22¼4�2 ~v; B23¼�2�1�2 ~v;

B24¼�½n2þð3
�1Þn��2
2u2�2�2

2 ~v�; (5.34)

B31 ¼ �
�
n2 þ ð6
 � 1Þnþ 2~v

3

�
; B32 ¼ � 2~v

3
;

B33 ¼ �
�
2Nn

�1

� 2Y2n

�2
1

� �1u1 þ �1 ~v

3
� 2Y2

�2
1

�
;

B34 ¼ �2u2 � �2 ~v

3
; (5.35)

B41¼�
�
3�nþ4~v

3

�
; B42 ¼�

�
n2þð3
�1Þnþ4~v

3

�
;

B43¼�2�1 ~v

3
; B44 ¼�2�2 ~v

3
: (5.36)

Note that we have used the same notations for Ym, M, and
N as defined in Eqs. (4.25), (4.26), (4.27), (4.28), and (4.29)
except that � is replaced by �1 in this section for the two-
scalar-fields model.
Since nontrivial solutions exist only when

det ~D ¼ 0; (5.37)

it is straightforward to show that this determinant equation
gives a degree 8 polynomial equation of n in the following
form:

nðn7 þ . . .þ c1Þ ¼ 0; (5.38)

with

c1 ¼ K1ð5
 � �� 1Þ þ K2ð3
 � 3�� 1Þ þ K3: (5.39)

The parameters Ki are defined, respectively, as

K1 ¼ �2�2
2u2 ~v

�
�2
1u1
�3
0

þ �1Y�3u1 � �1Y�3 ~v

� 6
Y�2


�1

� 2
Y1

�1

�
; (5.40)

K2 ¼ �4�2u2 ~v

�
1

�3
0

½�1ð�1�2 þ �2�1Þu1 þ 4�2
1�2 ~v�

� �2

�
6
Y�2


�1

� Y�3ð�1u1 � �1 ~vÞ
�

þ 2

�1

�
�2

�1

�1

�3
0

Y2 � �2Y1

��
; (5.41)

K3 ¼ 8u2 ~v

�
� 1

�2
0

�
ð�2

1 � �0�
2
2Þ
u1
�0

� 4
�2

�1

�1�2 ~v

�

� Y�3ð�1u1 � �1 ~vÞ þ 6
Y�2

�1




þ 2

�1

�
�2
2

�2
0�

2
1

Y2 þ Y1

��
: (5.42)
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From the definitions of the parameters Ym, M, and N
defined by Eqs. (4.25), (4.26), (4.27), (4.28), and (4.29),
we can rewriteK1, K2, andK3 explicitly as functions of the
parameters �i and �i:

K1¼��2
2u2 ~v

�3
0

�
ð3�2

0�1Þ�2
1u1�3ð�2

0�1Þ½�1�1 ~vþ4�0
�

þ4
ð�0�1Þð2�0þ1Þ�2

0

�0þ1

�
; (5.43)

K2 ¼ � 4�2u2 ~v

�3
0

�
ð�1�2 þ �2�1Þ�1u1 þ 4�2

1�2 ~v

þ 3

2
ð�2

0 � 1Þ�2½�1ð�1u1 � �1 ~vÞ � 4�0
�

� ð�0 � 1Þ�2
0

�0 þ 1

��
�2
0 þ 2�0 � 1

�0

�
�2

�1

�1

� 2ð2�0 þ 1Þ�2

��
; (5.44)

K3 ¼ 4u2 ~v

�3
0

�
3ð�2

0 � 1Þ½4�0
 � �1ð�1u1 � �1 ~vÞ�

þ 2

�
��2

1u1 þ �0�2

�
�2u1 þ 4

�1

�1

�2 ~v

��

� 2ð�0 � 1Þ�2
0

ð�0 þ 1Þ�2
1

½2ð2�0 þ 1Þ�2
1 þ ð�2

0 þ 2�0 � 1Þ�2
2�
�
:

(5.45)

Furthermore, if the expanding solutions represent infla-
tionary solutions, they will require that 
 � 2� � 1 and

 þ � � 1. First of all, 
 þ � � 1 implies that

�1�2 þ �2�1 � �1�2: (5.46)

As a result, the parameters 
 , �, ~u0, u2, ~v can be shown to
behave as


 ’ �1

�1

þ �2

�2

; � ’ 1

3
; �1~u0 ’ 3�1
;

�2u2 ’ 3�2
; ~v ’ 3
; (5.47)

during the inflationary phase. In addition, when �0 is close
to 1, we can extract the leading order contribution of K1,
K2, and K3 as

K1 ’ �2�2
2u2 ~v�

2
1u1 < 0;

K2 ’ �4�2u2 ~v½ð�1�2 þ �2�1Þ�1u1 þ 4�2
1�2 ~v�< 0;

K3 ’ 8u2 ~v

�
ð�0�

2
2 � �2

1Þu1 þ 4�0

�2

�1

�1�2 ~v

�
: (5.48)

During the inflationary phase, K1 and K2 terms will dictate
the sign of the coefficient c1. Therefore, it is clear that c1 is
negative during the inflationary phase under the condition
�1�2 þ �2�1 � �1�2. As a result, the power-law pertur-
bation admits at least a positive mode with n > 0. Hence,

the power-law solutions become unstable consistent with
the no-hair conjecture [3–5]. Note again that the result
shown in this section reduces to the result shown in
Ref. [91] in the limit �0 ! 1.
Similar to the arguments of the large-�0 effect, we

wish to know the impact of the �0 terms in c1. �0 can
not be too large because of the constraint ~v > 0. This
constraint implies that �1�2ð�1�2 þ 2�1�2 þ 2�2�1Þ þ
4�2

1 > 4�0�
2
2 following the constraint Eq. (A25). In order

to extract the contribution of the �0 terms, we can assume
that �0=�

2
1 ’ 
 ’ �1=�1 þ �2=�2. For convenience, we

will define ~� ¼ �0=�
2
1, ~�1 ¼ �1=�1, ~�2 ¼ �2=�2, and

~� ¼ �1=�1 þ �2=�2. We will also assume that they are
all of the same order, i.e., ~� ’ ~� ’ ~�1 ’ ~�2.
As a result, the parameters 
 , �, ~u0, u2, ~v behave as


 ’ ~�; � ’ 1
3; ~u0 ’ 3~�1 ~�þ 6~�~�2;

u2 ’ 3~�2 ~�� 6~�~�2; ~v ’ 3~�� 6~� (5.49)

during the inflationary phase with the large-�0 effect in-
cluded. Therefore, by counting powers of ~� and ~�, it is
apparent that the leading order terms dominating the �0

contribution come from those terms that are proportional to
�2
0. Therefore, the DBI effect can be extracted by collect-

ing all the dominating terms that are proportional to �2
0 in

c1.
It is then quite straightforward to show that the domi-

nating effect of the large �0 is in fact negative definite:

~c 1 ¼ �36u2 ~v~�
2�2�2 < 0: (5.50)

Therefore, the � contribution will not affect the sign of the
coefficient c1. In fact, it only enhances the unstable trend of
the power-law solutions we found.

VI. CONCLUSION

The inflationary universe is a nice resolution to a number
of important phenomena associated with the cosmic mi-
crowave background radiation. Trying to understand the
physical origin of the highly isotropic universe is therefore
very important. The cosmic no-hair conjecture is appar-
ently one of the most important predictions along this line.
It is based on a belief that all classical hair should disappear
once the vacuum energy dominates.
Among the many advances in the study of this approach,

a new set of anisotropic inflationary solutions seems to act
as a heuristic and important counterexample to the no-hair
conjecture [56,57]. Indeed, it was shown that, when a
vector field is coupled to the inflaton, there could be a
small anisotropic expansion in the Bianchi type I space.
This type of newly found anisotropic inflation is also
known to be an attractor solution [59] in BI space.
Shortly after the discovery of this result, analytic power-
law solutions were also found explicitly in a model with
an exponential scalar potential motivated by supergravity
theory[59].
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In this approach, the anisotropic hair seems to persist in
the absence of a cosmological constant in contrast to the
earlier known counterexamples. A modified version of
scalar field theory, the DBI model, is then introduced in
this paper to study the DBI effect on the power-law solu-
tions. As a result, a new set of power-law solutions is
shown to exist in this paper. To investigate the stability
of the obtained anisotropic power-law inflation, we extend
the method proposed by Ref. [65] for the stability analysis
of the DBI field in the isotropic universe. Stability analysis
indicates clearly that this new set of inflationary solutions
is a set of attractor solutions and remains stable under field
perturbations. The large-� effect, constrained by the in-
equality v > 0, is also shown to favor the stability during
the perturbations. In fact, the inclusion of the large-� effect
enhances the stability tendency of the power-law solutions.

Finally, we turn our attention to a two-scalar-fields DBI
model with an additional phantom field coupled to the
system. We have studied the effect of this new field on
the stability of the BI space. A new set of power-law
anisotropic expanding solutions is then shown to exist in
the BI space. The exponential potential introduced in this
paper with 	 ¼ �� is shown to be a physical condition
critical to the existence of fixed point solutions in this
model. After a detailed stability analysis was introduced,
the result shows that the phantom field does lead the new
two-scalar-field DBI solutions to collapse as expected. In
addition, the large-� effect, constrained by the inequality
~v > 0, is also shown to enhance the collapse of the power-
law expanding solutions.

The results shown in this paper indicate that the high
energy effect derived from the KSW model, the DBI
model, and the effect of the phantom field coupling are
all very heuristic in the study of the physics origin under-
lying the no-hair conjecture. The DBI scalar field, the
exponential potentials, and the coupled phantom field all
deserve greater attention for their roles in the evolution of
the early universe.
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APPENDIX: FIELD EQUATIONS AND THE
SOLUTIONS OF THE TWO-SCALAR-FIELDS

MODEL

Equations (5.3) and (5.4) can be shown to become

€� ¼ � 3 _�

�2
_�� @�V1

�3
� @�f

2f

ð�þ 2Þð�� 1Þ
ð�þ 1Þ�

_�2

þ h�3@�h

�3
exp½�4�� 4��p2

A; (A1)

€c ¼�3 _� _c�@cV2

!
þh�3@ch

!
exp½�4��4��p2

A: (A2)

Moreover, the metric equation (5.5) reduces to the follow-
ing component equations:

_�2 ¼ _�2 þ 1

3

�
�2

�þ 1
_�2 þ! _c 2

2
þ V1 þ V2

þ h�2

2
exp½�4�� 4��p2

A

�
; (A3)

€� ¼ �3 _�2 þ
�
�ð�� 1Þ
2ð�þ 1Þ

_�2 þ V1 þ V2

�

þ h�2

6
exp½�4�� 4��p2

A; (A4)

€� ¼ �3 _� _�þh�2

3
exp½�4�� 4��p2

A: (A5)

It is straightforward to show that � reduces to

� ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� �2

1t
	�1�2

q : (A6)

Hence � is a constant when 	�1 ¼ 2:

� � �0 ¼ j	jffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
	2 � 4

p : (A7)

Similar to the discussion in the previous section, we will
also focus on the special case that 	�1 ¼ 2. With the ansatz
given by Eq. (5.11), the whole set of the field equations
(A1)–(A5) can be reduced to a set of algebraic equations,

� �1 þ 3
�1

�2
0

þ �1u1
�3
0

þ ð�0 þ 2Þð�0 � 1Þ�1

ð�0 þ 1Þ�0

� �1 ~v

�3
0

¼ 0;

(A8)

� �2 þ 3
�2 þ �2u2
!

� �2 ~v

!
¼ 0; (A9)

� 
2 þ �2 þ �2
0�

2
1

3ð�0 þ 1Þ þ
!�2

2

6
þ u1 þ u2

3
þ ~v

6
¼ 0;

(A10)

�
þ3
2��0ð�0�1Þ�2
1

2ð�0þ1Þ �ðu1þu2Þ� ~v

6
¼0; (A11)

� �þ 3
�� ~v

3
¼ 0; (A12)

along with the following constraints equations that make
all terms have the same power in time:

�1�1 þ �2�2 þ 2
 þ 2� ¼ 1; (A13)

�1�1 ¼ �2; (A14)
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�2�2 ¼ �2: (A15)

Note that Eq. (A14) and the constraint 	�1 ¼ 2 imply that
	 ¼ ��1. In addition, we have also assumed �i; �i are all
positive parameters. Hence 	 has to be negative under these
assumptions. First of all, Eqs. (A12) and (A13) can be
written, respectively, as

~v ¼ 3�ð3
 � 1Þ; (A16)

� ¼ 1

2
� 
 þ �1

�1

þ �2

�2

: (A17)

Therefore Eqs. (A9) and (A10) can be solved to give

u1 ¼ 3�1�ð3
 � 1Þ
�1

þ 2�0½ð3
 � 2Þ�0 þ 3
�
ð�0 þ 1Þ�2

1

; (A18)

u2 ¼ 3�2�ð3
 � 1Þ
�2

þ 2!ð3
 � 1Þ
�2
2

: (A19)

As a result, 
 can be shown to obey the following equation:

6�1�2ð�1�2 þ 2�1�2 þ 2�2�1Þ
2
� 4½ð�1�2 þ �2�1Þð2�1�2 þ 3�1�2 þ 3�2�1Þ
þ �2

1�
2
2 þ 8ð!�2

1 þ �0�
2
2Þ�
 ¼ 0: (A20)

In addition to a trivial solution 
 ¼ 0, the 
 equation gives
another nontrivial solution:


 ¼ 4ð�1�2 þ �2�1Þð2�1�2 þ 3�1�2 þ 3�2�1Þ þ �2
1�

2
2 þ 8ð!�2

1 þ �0�
2
2Þ

6�1�2ð�1�2 þ 2�1�2 þ 2�2�1Þ : (A21)

With the 
 given above, �, u1, u2, ~v can be solved explicitly as

� ¼ �1�2ð�1�2 þ 2�1�2 þ 2�2�1Þ � 4ð!�2
1 þ �0�

2
2Þ

3�1�2ð�1�2 þ 2�1�2 þ 2�2�1Þ ; (A22)

u1 ¼ ~u0 � 2�0ð�0 � 1Þ
ð�0 þ 1Þ�2

1

; (A23)

u2 ¼ �	 ½�2
1ð�2�2 þ 2�2

2 þ 2!Þ þ 2�1�2�1�2 þ 4ð!�1�1 � �0�2�2Þ�
2½�1�2ð�1�2 þ 2�1�2 þ 2�2�1Þ�2

; (A24)

~v ¼ �	 ½�1�2ð�1�2 þ 2�1�2 þ 2�2�1Þ � 4ð!�2
1 þ �0�

2
2Þ�

2½�1�2ð�1�2 þ 2�1�2 þ 2�2�1Þ�2
; (A25)

with

~u 0 ¼ �	 ½�2
2ð�1�1 þ 2�2

1 þ 2�0Þ þ 2�1�2�1�2 � 4ð!�1�1 � �0�2�2Þ�
2½�1�2ð�1�2 þ 2�1�2 þ 2�2�1Þ�2

; (A26)

� ¼ 4ð�1�2 þ �2�1Þð�1�2 þ 3�1�2 þ 3�2�1Þ � �2
1�

2
2 þ 8ð!�2

1 þ �0�
2
2Þ: (A27)
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