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(57) ABSTRACT

The disclosure provides a streaming service system, a
streaming service method and a controller thereof The
streaming service system includes a plurality of switch
nodes, a plurality of surrogate servers, a content manage-
ment apparatus and a controller. The switch nodes are
connected, and the surrogate servers are respectively con-
nected to one of the switch nodes. The controller is con-
nected to the switch nodes and communicates with the
content management apparatus. The content management
apparatus provides server information of the surrogate serv-
ers to the controller. When a first client apparatus is joined
to a streaming group, the content management apparatus

(22) Filed: Dec. 30, 2015 informs the controller. Further, the controller selects a first
surrogate server from the surrogate servers, and sets at least
(30) Foreign Application Priority Data a portion of the switch nodes to adjust a multicast tree. The
first surrogate server transmits streaming packets to the first
Dec. 24, 2015  (TW) ooiiiieeeeee 104143652 client through a first transmission route of the multicast tree.
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Takeone of the switch nodes connected to the first client apparatus
as a start switch node, and take at least one of the switch nodes 51401
connected to the at least one surrogate server corresponding to the
multicast tree as at least one final switch node

End

Take the start switch node for being added to
a check queue to execute a connecting node  ~S1403
determination procedure

[Connecting node determination |
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End the connecting node
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whether a first gap level
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Check an available link bandwidth between the pending
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requirement to obtain at least one first switch node

!
l
!
l
|
!
l
v
!
[
!
t
1
!
|
3
51407 ;
|
!
!
l
!
|
!
!
1
|
!
I
!
!
l
|
r

No determine whether the first switc ves
odes belong to the multicas
S1 3109 tree 51408
Take the at least Determine whether a second qap level between the
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for being added to node belonging to the same multicast tree is
the check queue smaller than an optimal second gap level; and set

the at least one first switch node as the optimal
connecting node when the second gap level is
smaller than the optimal second gap level
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FIG. 3A
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T

Selecting an optimal connecting node from at |~ S1411
least the portion of the switch nodes belonging
to the multicast tree

Select and adjust the multicast tree between
the first surrogate server and the first client |~ S1412
apparatus based on the start switch node and
the optimal connecting node to establish a first
transmission route

FIG. 3B
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STREAMING SERVICE SYSTEM,
STREAMING SERVICE METHOD AND
CONTROLLER THEREOF

CROSS-REFERENCE TO RELATED
APPLICATION

[0001] This application claims the priority benefit of Tai-
wan application serial no. 104143652, filed on Dec. 24,
2015. The entirety of the above-mentioned patent applica-
tion is hereby incorporated by reference herein and made a
part of this specification.

TECHNICAL FIELD

[0002] The disclosure relates to a streaming service sys-
tem, a streaming service method and a controller thereof.

BACKGROUND

[0003] Along with development of electronic technology
and communication technology, more and more video and
audio content is shared on the Internet through a streaming
technique, and users may view video audio data such as
movies, TV series or news programs, etc., through various
smart mobile devices or computer devices.

[0004] On the Internet, the video and audio content is, for
example, shared to group members through a group manner
according to a multicast technique. Generally, the multicast
technique shares the aforementioned video and audio con-
tent to the group members on a multicast network through a
multicast address. An Internet group management protocol
(IGMP) is provided to effectively manage and maintain the
group members of a multicast group. In detail, under the
IGMP, any group member may inform a multicast router
before joining or leaving the multicast group. On the other
hand, if a switch supporting an IGMP snooping function is
adopted to assist transmitting the video and audio content to
the group members of the multicast group, the switch may
further remember transmission ports corresponding to the
group members, such that the switch may adopt a multicast
mode to replace a broadcast mode for transmitting the video
and audio content.

[0005] However, when the multicast technique is imple-
mented on the conventional Internet, transmission of the
video and audio content is not guaranteed to satisfy a
demand of quality of service (QoS), and a link bandwidth
cannot be effectively used. In more detail, a transmission
network within the multicast group does not necessarily
meet a bandwidth requirement on video and audio stream-
ing, and a suitable video and audio source cannot be
selected. Moreover, limited by a spanning tree protocol
(STP), redundant links between the switches cannot be
effectively used to transmit the video and audio content.
[0006] According to the above description, it still one of
the goals of effort for the technicians in the field to provide
a better streaming service system and a streaming service
method.

SUMMARY

[0007] The disclosure is directed to a streaming service
system, a streaming service method and a controller thereof,
through which transmission of video and audio content
satisfies a requirement of the basic bandwidth, and a link
bandwidth is effectively used.
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[0008] An embodiment of the disclosure provides a
streaming service system including a plurality of switch
nodes, a plurality of surrogate servers, a content manage-
ment apparatus and a controller. The switch nodes are
connected, and the surrogate servers are respectively con-
nected to one of the switch nodes. The controller is con-
nected to the switch nodes and communicates with the
content management apparatus. The content management
apparatus provides server information of the surrogate serv-
ers to the controller. When a first client apparatus is joined
to a streaming group, the content management apparatus
informs the controller, and the controller selects a first
surrogate server from the surrogate servers, and sets at least
a portion of the switch nodes to adjust a multicast tree. The
first surrogate server transmits streaming packets to the first
client apparatus through a first transmission route of the
multicast tree.

[0009] An embodiment of the disclosure provides a
streaming service method, which is adapted to a streaming
service system. The streaming service system includes a
plurality of switch nodes that are connected, a plurality of
surrogate servers respectively connected to one of the switch
nodes, a content management apparatus and a controller.
The controller is connected to the switch nodes, and com-
municates with the content management apparatus. The
streaming service method includes following steps. The
content management apparatus provides server information
of the surrogate servers to the controller. The content man-
agement apparatus receives a subscribing request transmit-
ted by a first client apparatus. The content management
apparatus transmits a connection request to the controller
after receiving the subscribing request. The controller
selects a first surrogate server from the surrogate servers
after receiving the connection request, and sets at least a
portion of the switch nodes to adjust a multicast tree. The
controller transmits back a connection response to the con-
tent management apparatus. The first surrogate server trans-
mits streaming packets to the first client apparatus through
a first transmission route of the multicast tree.

[0010] An embodiment of the disclosure provides a con-
troller, which is adapted to a streaming service system. The
streaming service system includes a plurality of switch
nodes that are connected, a plurality of surrogate servers
respectively connected to one of the switch nodes and a
content management apparatus. The controller includes a
communication interface, a storage unit and a processor. The
communication interface communicates with the content
management apparatus, and the switch nodes are connected
to the communication interface. The processor is coupled to
the communication interface and the storage unit. The
content management apparatus provides server information
of the surrogate servers to the controller, and the controller
stores the server information to the storage unit. When a first
client apparatus is joined to a streaming group, the content
management apparatus informs the controller. The processor
of the controller selects a first surrogate server from the
surrogate servers, and sets at least a portion of the switch
nodes to adjust a multicast tree, such that the first surrogate
server transmits streaming packets to the first client appa-
ratus through a first transmission route of the multicast tree.
[0011] According to the above descriptions, in the stream-
ing service system, the streaming service method and the
controller provided by the embodiments of the disclosure,
when the client apparatus is joined to the streaming group,
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the controller adjusts the multicast tree, such that the stream-
ing packets can be transmitted between the client apparatus
and the surrogate server through the transmission route of
the multicast tree. Moreover, when the client apparatus
leaves the streaming group or in a case of the network
congestion, the controller further adjusts the multicast tree to
cancel or adjust the transmission route between the client
apparatus and the surrogate server. With assistance of the
controller, transmission of video and audio streaming may
satisfy a requirement of basic bandwidth. On the other hand,
the transmission route between the client apparatus and the
surrogate server may cope with a demand of the shortest
route.

[0012] In order to make the aforementioned and other
features and advantages of the disclosure comprehensible,
several exemplary embodiments accompanied with figures
are described in detail below.

BRIEF DESCRIPTION OF THE DRAWINGS

[0013] The accompanying drawings are included to pro-
vide a further understanding of the disclosure, and are
incorporated in and constitute a part of this specification.
The drawings illustrate embodiments of the disclosure and,
together with the description, serve to explain the principles
of the disclosure.

[0014] FIG. 1 is a schematic diagram of a streaming
service system according to an embodiment of the disclo-
sure.

[0015] FIG. 2A is a flowchart illustrating a streaming
service method according to an embodiment of the disclo-
sure.

[0016] FIG. 2B is a flowchart illustrating a streaming
service method according to another embodiment of the
disclosure.

[0017] FIGS. 3A-3B are flowcharts illustrating method for
selecting a first surrogate server and adjusting a multicast
tree according to an embodiment of the disclosure.

[0018] FIGS. 4A-4E are schematic diagrams of selecting
a first surrogate server and adjusting a multicast tree accord-
ing to an embodiment of the disclosure.

[0019] FIGS. 5A-5C are schematic diagrams of selecting
a first surrogate server and adjusting a multicast tree accord-
ing to an embodiment of the disclosure.

[0020] FIG. 6A is a flowchart illustrating a streaming
service method according to still another embodiment of the
disclosure.

[0021] FIG. 6B is a flowchart illustrating a streaming
service method according to still another embodiment of the
disclosure.

[0022] FIG. 7A and FIG. 7B are schematic diagrams of a
multicast tree pruning procedure according to an embodi-
ment of the disclosure.

[0023] FIG. 8 is a schematic diagram of determining a link
congestion to adjust a transmission route according to an
embodiment of the disclosure.

DESCRIPTION OF EMBODIMENTS

[0024] FIG. 1 is a schematic diagram of a streaming
service system according to an embodiment of the disclo-
sure. Referring to FIG. 1, in the present embodiment, the
streaming service system 100 includes a plurality of switch
nodes 110-1 to 110-4, a plurality of surrogate servers 120-1
to 120-2, a content management apparatus 130 and a con-
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troller 140. The switch nodes 110-1 to 110-4 are connected
together, and the surrogate servers 120-1 to 120-2 are
respectively connected to the switch nodes 110-1 and 110-3.
The controller 140 is connected to the switch nodes 110-1 to
110-4, and communicates with the content management
apparatus 130. Specifically, the controller 140 is, for
example, directly connected to the content management
apparatus 130 for communication. Or, the controller 140, for
example, communicates with the content management appa-
ratus 130 through the switch nodes 110-1 to 110-4. Further,
the controller 140, for example, communicates with the
content management apparatus 130 through the Internet. In
an embodiment of the disclosure, the streaming service
system 100 may further include a router 150 configured to
connect another surrogate server 120-3.

[0025] The streaming service system 100 belongs to a
software-defined network (SDN) structure. Generally, the
SDN structure includes a control plane and a data plane. In
the streaming service system 100, the control plane refers to
the part that the controller 140 performs control, manage-
ment and information exchange on the switch nodes 110-1
to 110-4 and the content management apparatus 130, and the
data plane refers to the part that the switch nodes 110-1 to
110-4 and the content management apparatus 130 transmit
packets according to instructions of the control plane.
[0026] In the present embodiment, the switch nodes 110-1
to 110-4 are, for example, network switches having a
plurality of transmission ports to assist transmitting packets
in the streaming service system 100, though the disclosure
is not limited thereto. The content management apparatus
130 is, for example, an electronic apparatus such as a
computer or a server, which is used for managing data and
information in the streaming service system 100. In the
present embodiment, the content management apparatus 130
is used for managing video and audio data in the streaming
service system 100. To be specific, the content management
apparatus 130, for example, records the surrogates 120-1
and 120-2 where each batch of video and audio data is
located, and organizes the video and audio data that can be
provided by the streaming service system 100 into a video
and audio content list.

[0027] The controller 140 includes a communication inter-
face 142, a storage unit 144 and a processor 146. The content
management apparatus 130 and the switch nodes 110-1 to
110-4 are connected to the communication interface 142,
and the processor 146 is coupled to the communication
interface 142 and the storage unit 144. The controller 140 is,
for example, an electronic device such as a computer or a
server. To be specific, the communication interface 142
supports various wired and wireless communication stan-
dards, for example, an Ethernet interface, a bluetooth com-
munication standard, a ZIGBEE communication standard, a
Wi-Fi communication standard, a long term evolution (LTE)
communication standard, etc., though the disclosure is not
limited thereto. The storage unit 144 is, for example, a
storage device such as a hard disk, a random access memory
(RAM), etc.

[0028] The processor 146 can be any type of a control
circuit, for example, a system-on-chip (SOC), an application
processor, a media processor, a microprocessor, a central
processing unit (CPU), a digital signal processor or other
similar device.

[0029] A client apparatus 160-1 is joined to the streaming
service system 100 by connecting the switch node 110-2,
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and a user of the client apparatus 160-1 may use the client
apparatus 160-1 to select desired video and audio data from
the streaming service system 100 for watching. To be
specific, in the present embodiment, when the client appa-
ratus 160-1 is joined to the streaming service system 100, the
content management apparatus 130, for example, presents
the video and audio data that can be provided by the
streaming service system 100 on the client apparatus 160-1
in form of a webpage. When the user selects the video and
audio data to be viewed, the streaming service system 100
further adds the client apparatus 160-1 to a streaming group
of the video and audio data based on the selected video and
audio data, so as to provide streaming packets of the video
and audio data to the client apparatus 160-1 by using a
corresponding multicast tree.

[0030] Regarding the embodiment of FIG. 1, when the
client apparatus 160-1 (i.e. a first client apparatus) is joined
to the streaming group, the content management apparatus
130 informs the controller 140, and the processor 146 of the
controller 140 selects one surrogate server (i.e. a first
surrogate server, for example, the surrogate server 120-1)
from the surrogate servers capable of providing the corre-
sponding video and audio data, and sets a portion of the
switch nodes (for example, the switch nodes 110-1 and
110-2) to adjust the multicast tree, such that the selected
surrogate server 120-1 transmits streaming packets to the
client apparatus 160-1 through a transmission route (i.c. a
first transmission route including the switch nodes 110-1 and
110-2) of the multicast tree. The processor 146 of the
controller 140, for example, modifies flow tables in the
switch nodes 110-1 and 110-2 to adjust the multicast tree, so
as to form the transmission route between the surrogate
server 120-1 and the client apparatus 160-1. However, the
streaming service system provided by the disclosure is not
limited to the embodiment shown in FIG. 1.

[0031] FIG. 2A is a flowchart illustrating a streaming
service method according to an embodiment of the disclo-
sure. Referring to FIG. 2A, the streaming service method is
adapted to the streaming service system 100 of FIG. 1,
though the disclosure is not limited thereto. Referring to
FIG. 2A, in the streaming service method, the content
management apparatus 130 provides server information of
the surrogate servers 120-1 to 120-2 to the controller 140
(step S110). To be specific, the server information, for
example, includes identification codes and network
addresses of each of the surrogate servers 120-1 to 120-2 and
information of the streaming groups corresponding to the
video and audio data stored in each of the surrogate servers
120-1 to 120-2. The controller 140 stores the server info’
nation in the storage unit 144.

[0032] Then, during a process of adding the client appa-
ratus 160-1 to the streaming group, the content management
apparatus 130 receives a subscribing request transmitted by
the client apparatus 160-1 (step S120), and the content
management apparatus 130 transmits a connection request to
the controller 140 after receiving the subscribing request
(step S130). To be specific, the subscribing request sent by
the client apparatus 160-1, for example, includes content
information of the selected video and audio data and an
identification code of the client apparatus 160-1, etc. After
receiving the subscribing request, the content management
apparatus 130 further generates the connection request and
transmits the connection request to the controller 140. The
connection request includes the content information of the
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selected video and audio data, the identification code of the
client apparatus 160-1, a bandwidth requirement for trans-
mitting the streaming packets of the video and audio data,
etc., and the controller 140 stores the connection request to
the storage unit 144.

[0033] After receiving the connection request, the proces-
sor 146 of the controller 140 selects one of the surrogate
servers 120-1 and 120-2 capable of providing the corre-
sponding video and audio data (i.e. the first surrogate server,
for example, the surrogate server 120-1), and sets a portion
of the switch nodes (for example, the switch nodes 110-1
and 110-2) to adjust the multicast tree (step S140). After
adjusting the multicast tree, the controller 140 further trans-
mits back a connection response to the content management
apparatus 130 (step S150). The connection response
includes the identification code of the client apparatus
160-1, an identification code of the surrogate server 120-1
used for providing the streaming packets, etc.

[0034] Finally, the surrogate server 120-1 selected by the
controller 140 transmits the streaming packets to the client
apparatus 160-1 through a transmission route (i.e. the first
transmission route including the switch nodes 110-1 and
110-2) of the adjusted multicast tree (step S160).

[0035] FIG. 2B is a flowchart illustrating a streaming
service method according to another embodiment of the
disclosure. Referring to FIG. 2B, the streaming service
method is adapted to the streaming service system 100 of
FIG. 1, though the disclosure is not limited thereto. To be
specific, in the streaming service method shown in FIG. 2B,
when the client apparatus 160-1 is joined to the streaming
service system 100, an authentication, an accounting and an
authorization procedures are first performed between the
client apparatus 160-1 and the content management appa-
ratus 130 (step S112). Then, the content management appa-
ratus 130 provides a video and audio content list to the client
apparatus 160-1 (step S114). The user of the client apparatus
160-1 may select the video and audio data to be viewed
according to the video and audio content list.

[0036] On the other hand, during a process of adding the
client apparatus 160-1 to the streaming group, if the stream-
ing service system 100 respectively manages group mem-
bers in the multicast tree of the streaming packets based on
an Internet group management protocol (IGMP), when the
client apparatus 160-1 is added to the streaming group, the
client apparatus 160-1 further transmits a membership report
message in IGMP, and the membership report message is
received by one of the switch nodes 110-1 to 110-4 (step
S116). The switch node which received the membership
report message further informs the controller 140 based on
a switch node control protocol, such as an Opentlow pro-
tocol (step S118). An execution sequence of the steps S116,
S118 and the steps S120, S130 is not limited to the embodi-
ment of FIG. 2B.

[0037] Referring to FIG. 2B, after receiving the connec-
tion response, the content management apparatus 130 fur-
ther transmits a start request to the surrogate server 120-1
selected in the step S140 (step S155). To be specific, if the
client apparatus 160-1 is the first client apparatus of the
joined streaming group, the content management apparatus
130 transmits the start request to the surrogate server 120-1.
After receiving the start request, the surrogate server 120-1
transmits the streaming packets to the client apparatus 160-1
through the transmission route (including the switch nodes
110-1 and 110-2) of the multicast tree.
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[0038] FIGS. 3A-3B are flowcharts illustrating method for
selecting the first surrogate server and adjusting the multi-
cast tree according to an embodiment of the disclosure.
FIGS. 4A-4E are schematic diagrams of selecting the first
surrogate server and adjusting the multicast tree according to
an embodiment of the disclosure. To be specific, FIGS.
4A-4E are schematic diagram illustrating a process that the
controller 140 selects the first surrogate server and adjusts
the multicast tree when the client apparatus 160-1 is joined
to the streaming module as the first one client apparatus. The
switch nodes 110-1 to 110-11, the surrogate servers 120-1 to
120-2 and the client apparatus 160-1 shown in FIGS. 4A-4E
are different to an overall structure of the streaming service
system 100 shown in FIG. 1.

[0039] Referring to FIGS. 3A-3B and FIG. 4A, after
receiving the connection request, the processor 146 of the
controller 140 first takes the switch node 110-3 connected to
the client apparatus 160-1 (i.e. the first client apparatus) as
a start switch node, and takes the switch nodes 110-1 and
110-9 connected to the surrogate servers 120-1 and 120-2
corresponding to the multicast tree as final switch nodes
(step S1401). In the present embodiment, the surrogate
servers 120-1 and 120-2 corresponding to the multicast tree
may all provide the streaming packets of the video and audio
data required by the client apparatus 160-1, and the final
switch nodes 110-1 and 110-9 and the surrogate servers
120-1 and 120-2 respectively connected thereto all belong to
the same multicast tree.

[0040] Then, the processor 146 of the controller 140
checks whether the start switch node 110-3 belongs to the
multicast tree (step S1402). If the start switch node 110-3
belongs to the multicast tree, the client apparatus 160-1
connected to the start switch node 110-3 may directly
receive the streaming packets of the selected video and
audio data from the start switch node 110-3, so that the
controller 140 is only required to set the start switch node
110-3 to adjust the multicast tree.

[0041] However, if the start switch node 110-3 does not
belong to the multicast tree, the processor 146 of the
controller 140 takes the start switch node 110-3 as a pending
node for being added to a check queue to execute a con-
necting node determination procedure (step S1403). To be
specific, referring to FIGS. 3A-3B and FIG. 4B, in the
connecting node determination procedure, the processor 146
of the controller 140 obtains the pending node from the
check queue (step S1404), and now the pending node is the
start switch node 110-3.

[0042] After obtaining the pending node 110-3, the pro-
cessor 146 of the controller 140 determines whether a first
gap level between the pending node 110-3 and the start
switch node 110-3 is not smaller than an optimal first gap
level (step S1405). Here, since the pending node and the
start switch node are all the switch node 110-3, the first gap
level is 1. On the other hand, the optimal first gap level is
now a default value, for example, infinite. Therefore, the first
gap level between the pending node 110-3 and the start
switch node 110-3 is smaller than the optimal first gap level.
[0043] Referring to FIG. 4B again, if the first gap level is
smaller than the optimal first gap level, the processor 146 of
the controller 140 checks an available link bandwidth
between the pending node 110-3 and the switch nodes
110-11, 110-2 and 110-4 connected thereto according to a
bandwidth requirement in transmission of the streaming
packets to obtain first switch nodes 110-11 and 110-2 (step

Jun. 29, 2017

S1406). To be specific, when the available link bandwidth
between the pending node 110-3 and the switch nodes
110-11 and 110-2 connected thereto is greater than the
aforementioned bandwidth requirement, the switch nodes
110-11 and 110-2 are sequentially the first switch nodes
110-11 and 110-2. Conversely, the switch node (for example,
the switch node 110-4) does not serve as the first switch
node.

[0044] After obtaining the first switch nodes 110-11 and
110-2, the processor 146 of the controller 140 sequentially
determines whether the first switch nodes 110-11 and 110-2
belong to the multicast tree (step S1407). Referring to FIG.
4B again, the processor 146 of the controller 140 first
determines whether the first switch node 110-11 belongs to
the multicast tree. Since the first switch node 110-11 does
not belong to the multicast tree, the processor 146 of the
controller 140 takes the first switch node 110-11 as the
pending node for being added to the check queue (step
S1409). Similarly, the processor 146 of the controller 140
also takes the first switch node 110-2 as the pending node for
being added to the check queue.

[0045] Referring to FIGS. 3A-3B and FIG. 4C, after the
controller 140 determines that the first switch nodes 110-11
and 110-2 do not belong to the multicast tree, and takes the
same nodes 110-11 and 110-2 for being added to the check
queue, the processor 146 of the controller 140 re-obtains the
pending node 110-11 from the check queue (step S1404).
Then, the processor 146 of the controller 140 determines
whether a first gap level between the pending node 110-11
and the start switch node 110-3 is not smaller than the
optimal first gap series (step S1405). Here, the first gap level
between the pending node 110-11 and the start switch node
110-3 is 2, and the optimal first gap level is still the default
value.

[0046] Referring to FIGS. 3A-3B and FIG. 4C, since the
first gap level is smaller than the optimal first gap level, the
processor 146 of the controller 140 checks an available link
bandwidth between the pending node 110-11 and the switch
nodes 110-10 and 110-1 connected thereto according to a
bandwidth requirement in transmission of the streaming
packets to obtain the first switch nodes 110-10 and 110-1
(step S1406). After obtaining the first switch nodes 110-1
and 110-10, the processor 146 of the controller 140 sequen-
tially determines whether the first switch nodes 110-1 and
110-10 belong to the multicast tree (step S1407).

[0047] Since the first switch node 110-1 is the final switch
node 110-1 belonging to the multicast tree, the processor 146
of the controller 140 determines whether a second gap level
between the first switch node 110-1 and the final switch node
110-1 belonging to the same multicast tree is smaller than an
optimal second gap level, and when the second gap level is
smaller than the optimal second gap level, the processor 146
of the controller 140 sets the first switch node 110-1 as an
optimal connecting node (step S1408). In detail, in FIG. 4C,
the first switch node and the final switch node are all the
switch node 110-1, so that the second gap level between the
first switch node 110-1 and the final switch node 110-1 is 1.
On the other hand, the optimal second gap level is now the
aforementioned default value, and the default value is, for
example, infinite. Now, the controller 140 sets the first
switch node 110-1 as the optimal connecting node.

[0048] On the other hand, since the first switch node
110-10 does not belong to the multicast tree, the processor
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146 of the controller 140 takes the first switch node 110-10
as the pending node for being added to the check queue (step
S1409).

[0049] In the present embodiment, the optimal first gap
level is defined as the first gap level between the optimal
connecting node and the start switch node, and the optimal
second gap level is defined as the second gap level between
the optimal connecting node and the final switch node
belong to the same multicast tree. In the embodiment of
FIGS. 4A-4C, before the controller 140 sets the first switch
node 110-1 as the optimal connecting node, the optimal
connecting node is a null value or a null set. At that time, the
optimal first gap level and the optimal second gap level are
all the default value, and the default value is, for example,
infinite. In other words, before executing the connecting
node determination procedure, the processor 146 of the
controller 140 respectively sets the optimal first gap level
and the optimal second gap level to the default value.

[0050] Referring to FIGS. 3A-3B and FIG. 4D, the pro-
cessor 146 of the controller 140 obtains the pending node
110-2 from the check queue (step S1404). Then, through the
steps S1405-S1409, the processor 146 of the controller 140
takes the first switch node 110-5 as the pending node for
being added to the check queue. On the other hand, since the
switch nodes 110-11, 110-2 belong to a same level relative
to the switch node 110-3, i.e. the gap level between respec-
tively the switch nodes 110-11, 110-2 and the switch node
110-3 are all 2, the processor 146 of the controller 140 does
not again sets the final switch node 110-1 as the optimal
connecting node. Then, the processor 146 of the controller
140 obtains the pending node 110-10 from the check queue
(step S1404). Since the first gap level between the pending
node 110-10 and the start switch node 110-3 is 3, and is not
smaller than the optimal first gap level of 3 between the
optimal connecting node 110-1 and the start switch node
110-3 (step S1405), the processor 146 of the controller 140
ends the connecting node determination procedure (step
S1410).

[0051] In the connecting node determination procedure,
once the check queue does not have the waiting pending
node, the processor 146 of the controller 140 also ends the
connecting node determination procedure (step S1410).

[0052] Referring to FIGS. 3A-3B and FIG. 4E, after the
connecting node determination procedure is executed, the
processor 146 of the controller 140 selects an optimal
connecting node from the switch nodes belonging to the
multicast tree (step S1411). In the present embodiment, the
optimal connecting node is the switch node 110-1. Then, the
processor 146 of the controller 140 selects and adjusts the
multicast tree between the first surrogate server and the
client apparatus 160-1 based on the start switch node 110-3
and the optimal connecting node 110-1 to establish a first
transmission route (step S1412). According to the embodi-
ment shown in FIG. 4A-4E, the processor 146 of the
controller 140 selects the surrogate server 120-1 that belongs
to the same multicast tree with the optimal connecting node
110-1 as the aforementioned first surrogate server, and
adjusts the multicast tree between the surrogate server 120-1
and the client apparatus 160-1 to establish the transmission
route (i.e. the first transmission route). To be specific, the
aforementioned transmission route includes the switch
nodes 110-3, 110-1 and 110-11, and the multicast tree where
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the aforementioned switch nodes 110-3, 110-1 and 110-11
belong to corresponds to the streaming packets provided by
the surrogate server 120-1.

[0053] FIGS. 5A-5C are schematic diagrams of selecting
the first surrogate server and adjusting the multicast tree
according to an embodiment of the disclosure. To be spe-
cific, FIGS. 5A-5C are schematic diagram illustrating a
process that the controller 140 selects the first surrogate
server and adjusts the multicast tree when a client apparatus
160-2 is joined to the streaming group. Different to the
embodiment of FIGS. 4A-4E, in the embodiment of FIGS.
5A-5C, the streaming group already has a group member
(i.e. the client apparatus 160-1), and the client apparatus
160-1 and the surrogate server 120-1 already have a multi-
cast tree therebetween, and the multicast tree includes the
switch nodes 110-3, 110-1 and 110-11.

[0054] Referring to FIGS. 3A-3B and FIG. 5A, the switch
node 110-6 connected to the client apparatus 160-2 serves as
the start switch node, and after the processor 146 of the
controller 140 sequentially executes the steps S1401-S1409,
pending nodes 110-4, 110-5 and 110-7 are sequentially
obtained. Then, referring to FIGS. 3A-3B and FIG. 5B, first
taking the pending node 110-4 as an object, after the
processor 146 of the controller 140 executes the steps
S1404-S1409, the optimal connecting node 110-3 is
obtained. Now, the optimal first gap level between the
optimal connecting node 110-3 and the start switch node
110-6 is 3, and the optimal second gap level between the
optimal connecting node 110-3 and the final switch node
110-1 belonging to the same multicast tree is also 3.

[0055] Then, referring to FIGS. 3A-3B and FIG. 5B again,
and taking the pending node 110-7 as an object, after the
processor 146 of the controller 140 executes the steps
S1404-S1409, the first switch node 110-1 is obtained. Since
the first switch node 110-1 also belongs to the multicast tree,
and the second gap level between the first switch node 110-1
and the final switch node 110-1 is only 1, the second gap
level between the first switch node 110-1 and the final switch
node 110-1 is smaller than the optimal second gap level
between the optimal connecting node 110-3 and the final
switch node 110-1, and the processor 146 of the controller
140 changes to set the first switch node 110-1 as the optimal
connecting node.

[0056] Finally, as shown in FIG. 5C, the processor 146 of
the controller 140 selects and adjusts the multicast tree
between the first surrogate server and the client apparatus
160-2 based on the start switch node 110-6 and the optimal
connecting node 110-1 to establish the transmission route. In
the embodiment of FIG. 5C, the surrogate server 120-1 is the
aforementioned first surrogate server, and the transmission
route (the first transmission route) between the surrogate
server 120-1 and the client apparatus 160-2 includes the
switch nodes 110-6, 110-1 and 110-7.

[0057] FIG. 6A is a flowchart illustrating a streaming
service method according to still another embodiment of the
disclosure. Referring to FIG. 6 A, in the present embodiment,
when the client apparatus (i.e. the first client apparatus, for
example, the client apparatus 160-1 shown in FIG. 1) leaves
the streaming group, the content management apparatus 130
informs the controller 140, and the processor 146 of the
controller 140 sets at least a portion of the switch nodes (for
example, the switch nodes 110-1 and 110-2 of FIG. 1) to
adjust the multicast tree.
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[0058] Referring to FIG. 6A and FIG. 1, during the process
that the client apparatus 160-1 leaves the streaming group,
the client apparatus 160-1 first transmits an unsubscribing
request to the content management apparatus 130 (step
S510). After the content management apparatus 130 receives
the unsubscribing request, the content management appara-
tus 130 transmits a leaving request to the controller 140
according to the unsubscribing request (step S520). Both of
the unsubscribing request and the leaving request include
content information of the currently received video and
audio data, the identification code of the client apparatus
160-1 and etc. After the controller 140 receives the leaving
request, the processor 146 of the controller 140 takes the
switch node 110-2 connected to the client apparatus 160-1 as
the start switch node to execute a multicast tree pruning
procedure to adjust the transmission route (i.c. the first
transmission route including the switch nodes 110-1 and
110-2 of FIG. 1) of the multicast tree (step S530).

[0059] FIG. 6B is a flowchart illustrating a streaming
service method according to still another embodiment of the
disclosure. A difference between the present embodiment
and the embodiment of FIG. 6A is that in the embodiment
of FIG. 6B, when the client apparatus 160-1 transmitting the
unsubscribing request is the last client apparatus in the
streaming group, the content management apparatus 130
further transmits a stop request to the surrogate server 120-1
according to the unsubscribing request, such that the surro-
gate server 120-1 stops transmitting the streaming packets to
the client apparatus 160-1 through the transmission route
(including the switch nodes 110-1 and 110-2 of FIG. 1) of
the multicast tree (step S535). To be specific, the surrogate
server 120-1 stops transmitting the streaming packets.
[0060] On the other hand, referring to FIG. 6B, during the
process that the client apparatus 160-1 leaves the streaming
group, the client apparatus 160-1 further transmits a leave
group message in IGMP to the streaming service system
100, and the leave group message in IGMP is received by
one of the switch nodes 110-1 to 110-4 (step S522). More-
over, the switch node which received the leave group
message in IGMP (for example, the switch node 110-1)
belonging to the same multicast tree with the client appa-
ratus 160-1 further informs the controller 140 based on the
switch node control protocol, such as the Openflow protocol
(step S524). An execution sequence of the steps S522, S524
and the steps S510, S520 is not limited to the embodiment
of FIG. 6B.

[0061] Moreover, in the embodiment of FIG. 6B, after
executing the multicast tree pruning procedure, the proces-
sor 146 of the controller 140 further transmits back a leaving
response to the content management apparatus 130 (step
S540). The leaving response includes the identification code
of the client apparatus 160-1, etc.

[0062] FIG.7A and FIG. 7B are schematic diagrams of the
multicast tree pruning procedure according to an embodi-
ment of the disclosure. It should be noted that the switch
nodes 110-1 to 110-11, the surrogate servers 120-1 to 120-2
and the client apparatus 160-1 shown in FIGS. 7A and 7B
are different to the overall structure of the streaming service
system 100 of FIG. 1. Referring to FIGS. 7A and 7B, in the
multicast tree pruning procedure, when the client apparatus
160-1 (i.e. the first client apparatus) wants to leave the
streaming group, the processor 146 of the controller 140
determines whether the start switch node 110-3 connected to
the client apparatus 160-1 is applied to the second transmis-
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sion route of the multicast tree. Generally, the surrogate
server 120-1 (i.e. the first surrogate server) transmits the
streaming packets to another client apparatus (i.e. the second
client apparatus, for example, the client apparatus 160-3
shown in FIG. 7B) through the second transmission route of
the multicast tree. In FIG. 7B, the second transmission route
is a transmission route between the client apparatus 160-3
and the surrogate server 120-1, and the second transmission
route includes the switch nodes 110-1, 110-11, 110-3 and
110-4.

[0063] Referring to the embodiment of FIG. 7A, when the
start switch node 110-3 connected to the client apparatus
160-1 is not applied to the other transmission route of the
multicast tree, the processor 146 of the controller 140
excludes the switch nodes 110-3 and 110-11 that are only
applied to the transmission route between the client appa-
ratus 160-1 and the surrogate server 120-1 (i.e. the first
transmission route) in the multicast tree from the multicast
tree.

[0064] Referring to the embodiment of FIG. 7B, when the
start switch node 110-3 connected to the client apparatus
160-1 is applied to the transmission route between the client
apparatus 160-3 and the surrogate server 120-1 (i.e. the
second transmission route) in the multicast tree, the control-
ler 140 excludes the switch nodes 110-3 and 110-11 in the
transmission route between the client apparatus 160-1 and
the surrogate server 120-1 (i.e. the first transmission route)
that are located in an upstream of the start switch node 110-3
and not applied to other branch routes of the multicast tree
from the multicast tree. The controller 140 further recon-
nects a downstream switch node 110-4 connected to the start
switch node 110-3 in the second transmission route to the
multicast tree to adjust the transmission route between the
client apparatus 160-3 and the surrogate server 120-1. To be
specific, the switch node 110-4 is, for example, reconnected
to the switch node 110-1, 110-7 or 110-6. The method flow
shown in FIGS. 3A-3B can be applied to assist re-adding the
switch node 110-4 to the multicast tree of the surrogate
server 120-1. To be specific, the switch node 110-4 is, for
example, taken as the pending node for being added to the
check queue, and the steps S1404-S1412 are re-executed.
[0065] FIG. 8 is a schematic diagram of determining a link
congestion to adjust a transmission route according to an
embodiment of the disclosure. Referring to FIG. 8, in the
embodiment of FIG. 8, the multicast tree includes switch
nodes 110-1, 110-11, 110-3, 110-7 and 110-6. In the present
embodiment, the processor 146 of the controller 140 further
selectively polls the switch nodes 110-1, 110-11, 110-3,
110-7 and 110-6 of the multicast tree to determine whether
the transmission route has a link congestion. To be specific,
the processor 146 of the controller 140 may poll the switch
nodes 110-1, 110-11 and 110-3 to determine whether the
transmission route between the client apparatus 160-1 and
the surrogate server 120-1 (i.e. the first transmission route)
has the link congestion. On the other hand, the processor 146
of the controller 140 may poll the switch nodes 110-1, 110-7
and 110-6 to determine whether the transmission route
between the client apparatus 160-2 and the surrogate server
120-1 has the link congestion.

[0066] When the link congestion occurs in the transmis-
sion route between the client apparatus 160-1 and the
surrogate server 120-1, or the link congestion is occurred in
the transmission route between the client apparatus 160-2
and the surrogate server 120-1, the processor 146 of the
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controller 140 adjusts the transmission route of the multicast
tree by setting a portion of the switch nodes. To be specific,
when the switch nodes 110-7 and 110-1 have the link
congestion, the processor 146 of the controller 140 adjusts
the transmission path between the client apparatus 160-2 and
the surrogate server 120-1 by setting the switch nodes 110-1,
110-2, 110-5 and 110-7, so as to maintain the transmission
quality of the streaming packets.

[0067] In summary, in the streaming service system, the
streaming service method and the controller provided by the
embodiments of the disclosure, when the client apparatus is
joined to the streaming group, the controller adjusts the
multicast tree, such that the streaming packets can be
transmitted between the client apparatus and the surrogate
server through the transmission route of the multicast tree.
Moreover, when the client apparatus leaves the streaming
group or in the case of link congestion, the controller further
adjusts the multicast tree to cancel or adjust the transmission
route between the client apparatus and the surrogate server.
With assistance of the controller, transmission of video
audio streaming may satisfy a requirement of basic band-
width. On the other hand, the transmission route between the
client apparatus and the surrogate server may cope with a
demand of the shortest route.

[0068] It will be apparent to those skilled in the art that
various modifications and variations can be made to the
structure of the disclosure without departing from the scope
or spirit of the disclosure. In view of the foregoing, it is
intended that the disclosure cover modifications and varia-
tions of this disclosure provided they fall within the scope of
the following claims and their equivalents.

What is claimed is:

1. A streaming service system, comprising:

a plurality of switch nodes, the switch nodes are con-
nected;

a plurality of surrogate servers, respectively connected to
one of the switch nodes;

a content management apparatus; and

a controller, connected to the switch nodes, and commu-
nicates with the content management apparatus,

wherein the content management apparatus provides
server information of the surrogate servers to the con-
troller,

wherein when a first client apparatus is joined to a

streaming group, the content management apparatus
informs the controller, and the controller selects a first
surrogate server from the surrogate servers, and sets at
least a portion of the switch nodes to adjust a multicast
tree,

the first surrogate server transmits streaming packets to

the first client apparatus through a first transmission
route of the multicast tree.

2. The streaming service system as claimed in claim 1,
wherein when the first client apparatus is joined to the
streaming group, the first client apparatus transmits a sub-
scribing request to the content management apparatus, and
the content management apparatus transmits a connection
request to the controller according to the subscribing
request,

after the controller receives the connection request, the

controller selects the first surrogate server correspond-
ing to the streaming group, and sets at least the portion
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of the switch nodes to adjust the multicast tree, and
transmits back a connection response to the content
management apparatus.

3. The streaming service system as claimed in claim 2,
wherein after the content management apparatus receives
the connection response, the content management apparatus
further transmits a start request to the first surrogate server,
the first surrogate server receives the start request, and
transmits the streaming packets to the first client apparatus
through the first transmission route of the multicast tree.

4. The streaming service system as claimed in claim 2,
wherein the controller takes one of the switch nodes con-
nected to the first client apparatus as a start switch node, and
takes at least one of the switch nodes connected to the at
least one surrogate server corresponding to the multicast tree
as at least one final switch node, wherein the at least one
final switch node belongs to the multicast tree, and the
controller checks whether the start switch node belongs to
the multicast tree,

if the start switch node does not belong to the multicast

tree, the controller takes the start switch node for being
added to a check queue to execute a connecting node
determination procedure,

the controller executes the connecting node determination

procedure to select an optimal connecting node from at
least the portion of the switch nodes belonging to the
multicast tree, and selects and adjusts the multicast tree
between the first surrogate server and the first client
apparatus based on the start switch node and the
optimal connecting node to establish the first transmis-
sion route.

5. The streaming service system as claimed in claim 4,
wherein in the connecting node determination procedure,

the controller obtains a pending node from the check

queue, and determines whether a first gap level
between the pending node and the start switch node is
not smaller than an optimal first gap level,

if the first gap level is not smaller than the optimal first

gap level, the controller ends the connecting node
determination procedure,

if the first gap level is smaller than the optimal first gap

level, the controller checks an available link bandwidth
between the pending node and at least one of the switch
nodes connected to the pending node according to a
bandwidth requirement to obtain at least one first
switch node,

the controller sequentially determines whether the at least

one first switch node belongs to the multicast tree,

if the controller determines that the at least one first switch

node belongs to the multicast tree, the controller deter-
mines whether a second gap level between the at least
one first switch node and the at least one final switch
node belonging to the same multicast tree is smaller
than an optimal second gap level, and when the second
gap level is smaller than the optimal second gap level,
the controller sets the at least one first switch node as
the optimal connecting node,

if the at least one first switch node does not belong to the

multicast tree, the controller takes the at least one first
switch node as the pending node for being added to the
check queue,

wherein when the check queue does not have the waiting

pending node, the controller ends the connecting node
determination procedure.
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6. The streaming service system as claimed in claim 5,
wherein the optimal first gap level is the first gap level
between the optimal connecting node and the start switch
node, the optimal second gap level is the second gap level
between the optimal connecting node and the at least one
final switch node belonging to the same multicast tree, and
before the connecting node determination procedure is
executed, the optimal first gap level and the optimal second
gap level are respectively a default value.

7. The streaming service system as claimed in claim 1,
wherein when the first client apparatus is joined to the
streaming group, the first client apparatus further transmits
a membership report message in Internet group management
protocol (IGMP) to the streaming service system, and the
membership report message is received by one of the switch
nodes.

8. The streaming service system as claimed in claim 1,
wherein when the first client apparatus leaves the streaming
group, the content management apparatus informs the con-
troller, and the controller sets at least the portion of the
switch nodes to adjust the multicast tree.

9. The streaming service system as claimed in claim 8,
wherein when the first client apparatus leaves the streaming
group, the first client apparatus transmits an unsubscribing
request to the content management apparatus, and the con-
tent management apparatus transmits a leaving request to the
controller according to the unsubscribing request,

the controller receives the leaving request, and takes the

switch node connected to the first client apparatus as a
start switch node to execute a multicast tree pruning
procedure to adjust the first transmission route of the
multicast tree.

10. The streaming service system as claimed in claim 9,
wherein the content management apparatus further transmits
a stop request to the first surrogate server according to the
unsubscribing request, such that the first surrogate server
stops transmitting the streaming packets to the first client
apparatus through the first transmission route of the multi-
cast tree.

11. The streaming service system as claimed in claim 9,
wherein in the multicast tree pruning procedure,

the controller determines whether the start switch node is

applied to a second transmission route of the multicast
tree, and the first surrogate server transmits the stream-
ing packets to a second client apparatus through the
second transmission route of the multicast tree,

if the start switch node is not applied to the second

transmission route of the multicast tree, the controller
excludes at least the portion of the switch nodes that are
only applied to the first transmission route in the
multicast tree from the multicast tree,

if the start switch node is applied to the second transmis-

sion route of the multicast tree, the controller excludes
at least the portion of the switch nodes in the first
transmission route that are located in an upstream of the
start switch node and not applied to other branch routes
of the multicast tree from the multicast tree, and the
controller reconnects a downstream switch node con-
nected to the start switch node in the second transmis-
sion route to the multicast tree to adjust the second
transmission route.

12. The streaming service system as claimed in claim 9,
wherein the first client apparatus further transmits a leave
group message in Internet group management protocol
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(IGMP) to the streaming service system, and the leave group
message is received by one of the switch nodes.

13. The streaming service system as claimed in claim 1,
wherein the controller further selectively polls at least the
portion of the switch nodes of the multicast tree to determine
whether the first transmission route has a link congestion,
and when the link congestion occurs in the first transmission
route, the controller adjusts the first transmission route of the
multicast tree.

14. A streaming service method, adapted to a streaming
service system, wherein the streaming service system com-
prises a plurality of switch nodes that are connected, a
plurality of surrogate servers respectively connected to one
of the switch nodes, a content management apparatus and a
controller, the controller is connected to the switch nodes
and communicates with the content management apparatus,
the streaming service method comprising:

providing server information of the surrogate servers to

the controller by the content management apparatus;
receiving a subscribing request transmitted by a first client
apparatus by the content management apparatus;
transmitting a connection request to the controller by the
content management apparatus after receiving the sub-
scribing request;
selecting a first surrogate server from the surrogate serv-
ers by the controller after receiving the connection
request, and setting at least a portion of the switch
nodes to adjust a multicast tree;
transmitting back a connection response to the content
management apparatus by the controller; and

transmitting streaming packets to the first client apparatus
by the first surrogate server through a first transmission
route of the multicast tree.

15. The streaming service method as claimed in claim 14,
further comprising:

transmitting a start request to the first surrogate server by

the content management apparatus after receiving the
connection response,

and the step of transmitting the streaming packets to the

first client apparatus by the first surrogate server com-
prises:

transmitting the streaming packets to the first client appa-

ratus by the first surrogate server through the first
transmission route of the multicast tree after receiving
the start request.

16. The streaming service method as claimed in claim 14,
wherein the step of selecting the first surrogate server and
adjusting the multicast tree by the controller comprises:

taking one of the switch nodes connected to the first client

apparatus as a start switch node, and taking at least one
of the switch nodes connected to the at least one
surrogate server corresponding to the multicast tree as
at least one final switch node by the controller, wherein
the at least one final switch node belongs to the
multicast tree;

checking whether the start switch node belongs to the

multicast tree by the controller;

taking the start switch node for being added to a check

queue to execute a connecting node determination
procedure by the controller when the start switch node
does not belong to the multicast tree;

selecting an optimal connecting node from at least the

portion of the switch nodes belonging to the multicast
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tree by the controller after executing the connecting
node determination procedure; and

selecting and adjusting the multicast tree between the first

surrogate server and the first client apparatus by the
controller based on the start switch node and the
optimal connecting node to establish the first transmis-
sion route.

17. The streaming service method as claimed in claim 16,
wherein the step of executing the connecting node determi-
nation procedure comprises:

obtaining a pending node from the check queue by the

controller;

determining whether a first gap level between the pending

node and the start switch node is not smaller than an
optimal first gap level by the controller;

ending the connecting node determination procedure by

the controller when the first gap level is not smaller
than the optimal first gap level;

checking an available link bandwidth between the pend-

ing node and at least one of the switch nodes connected
to the pending node according to a bandwidth require-
ment to obtain at least one first switch node by the
controller when the first gap level is smaller than the
optimal first gap level;

sequentially determining whether the at least one first

switch node belongs to the multicast tree by the con-
troller;

determining whether a second gap level between the at

least one first switch node and the at least one final
switch node belonging to the same multicast tree is
smaller than an optimal second gap level by the con-
troller when the at least one first switch node belongs
to the multicast tree; and setting the at least one first
switch node as the optimal connecting node by the
controller when the second gap level is smaller than the
optimal second gap level;

taking the at least one first switch node for being added to

the check queue by the controller when the at least one
first switch node does not belong to the multicast tree;
and

ending the connecting node determination procedure by

the controller when the check queue does not have the
waiting pending node.

18. The streaming service method as claimed in claim 17,
wherein the optimal first gap level is the first gap level
between the optimal connecting node and the start switch
node, the optimal second gap level is the second gap level
between the optimal connecting node and the at least one
final switch node belonging to the same multicast tree, and
before the connecting node determination procedure is
executed, the optimal first gap level and the optimal second
gap level are respectively a default value.

19. The streaming service method as claimed in claim 14,
further comprising:

receiving a membership report message in Internet group

management protocol (IGMP) transmitted by the first
client apparatus by one of the switch nodes.
20. The streaming service method as claimed in claim 14,
further comprising:
receiving an unsubscribing request transmitted by the first
client apparatus by the content management apparatus;

transmitting a leaving request to the controller by the
content management apparatus according to the unsub-
scribing request; and
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taking the switch node connected to the first client appa-
ratus as a start switch node to execute a multicast tree
pruning procedure to adjust the first transmission route
of the multicast tree by the controller after receiving the
unsubscribing request.

21. The streaming service method as claimed in claim 20,

further comprising:

transmitting a stop request to the first surrogate server
according to the unsubscribing request by the content
management apparatus; and

stopping transmitting the streaming packets to the first
client apparatus through the first transmission route of
the multicast tree by the first surrogate server after
receiving the stop request.

22. The streaming service method as claimed in claim 20,
wherein the step of executing the multicast tree pruning
procedure comprises:

determining whether the start switch node is applied to a
second transmission route of the multicast tree by the
controller, wherein the first surrogate server transmits
the streaming packets to a second client apparatus
through the second transmission route of the multicast
tree;

excluding at least the portion of the switch nodes that are
only applied to the first transmission route in the
multicast tree from the multicast tree by the controller
when the start switch node is not applied to the second
transmission route of the multicast tree; and

excluding at least the portion of the switch nodes in the
first transmission route that are located in an upstream
of the start switch node and not applied to other branch
routes of the multicast tree from the multicast tree, and
reconnecting a downstream switch node connected to
the start switch node in the second transmission route
to the multicast tree to adjust the second transmission
route by the controller when the start switch node is
applied to the second transmission route of the multi-
cast tree.

23. The streaming service method as claimed in claim 20,

further comprising:

receiving a leave group message in Internet group man-
agement protocol (IGMP) transmitted by the first client
apparatus by one of the switch nodes.

24. The streaming service method as claimed in claim 14,

further comprising:

selectively polling at least the portion of the switch nodes
of the multicast tree to determine whether the first
transmission route has a link congestion by the con-
troller; and

adjusting the first transmission route of the multicast tree
by the controller when the link congestion occurs in the
first transmission route.

25. A controller, adapted to a streaming service system,
wherein the streaming service system comprises a plurality
of switch nodes that are connected, a plurality of surrogate
servers respectively connected to one of the switch nodes
and a content management apparatus, the controller com-
prising:

a communication interface, communicates with the con-
tent management apparatus, and the switch nodes are
connected to the communication interface;

a storage unit; and

a processor, coupled to the communication interface and
the storage unit,
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wherein the content management apparatus provides
server information of the surrogate servers to the con-
troller, and the controller stores the server information
to the storage unit,

wherein when a first client apparatus is joined to a

streaming group, the content management apparatus
informs the controller, the processor of the controller
selects a first surrogate server from the surrogate serv-
ers, and sets at least a portion of the switch nodes to
adjust a multicast tree, such that the first surrogate
server transmits streaming packets to the first client
apparatus through a first transmission route of the
multicast tree.

26. The controller as claimed in claim 25, wherein when
the first client apparatus is joined to the streaming group, the
controller receives a connection request from the content
management apparatus through the communication inter-
face,

after the controller receives the connection request, the

processor selects the first surrogate server correspond-
ing to the streaming group, and sets at least the portion
of the switch nodes to adjust the multicast tree, and
transmits back a connection response to the content
management apparatus through the communication
interface,

the controller further records a bandwidth requirement of

the streaming group and related information of the first
client apparatus and the multicast tree to the storage
unit according to the connection request.
27. The controller as claimed in claim 26, wherein the
processor of the controller takes one of the switch nodes
connected to the first client apparatus as a start switch node,
and takes at least one of the switch nodes connected to the
at least one surrogate server corresponding to the multicast
tree as at least one final switch node, wherein the at least one
final switch node belongs to the multicast tree, and the
controller checks whether the start switch node belongs to
the multicast tree,
if the start switch node does not belong to the multicast
tree, the processor of the controller takes the start
switch node for being added to a check queue to
execute a connecting node determination procedure,

the processor of the controller executes the connecting
node determination procedure to select an optimal
connecting node from at least the portion of the switch
nodes belonging to the multicast tree, and selects and
adjusts the multicast tree between the first surrogate
server and the first client apparatus based on the start
switch node and the optimal connecting node to estab-
lish the first transmission route.

28. The controller as claimed in claim 27, wherein the
processor obtains a pending node from the check queue, and
determines whether a first gap level between the pending
node and the start switch node is not smaller than an optimal
first gap level,
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if the first gap level is not smaller than the optimal first
gap level, the processor ends the connecting node
determination procedure,

if the first gap level is smaller than the optimal first gap

level, the processor checks an available link bandwidth
between the pending node and at least one of the switch
nodes connected to the pending node according to a
bandwidth requirement to obtain at least one first
switch node,

the processor sequentially determines whether the at least

one first switch node belongs to the multicast tree,
if the processor determines that the at least one first switch
node belongs to the multicast tree, the processor deter-
mines whether a second gap level between the at least
one first switch node and the at least one final switch
node belonging to the same multicast tree is smaller
than an optimal second gap level, and when the second
gap level is smaller than the optimal second gap level,
the processor sets the at least one first switch node as
the optimal connecting node,
if the at least one first switch node does not belong to the
multicast tree, the processor takes the at least one first
switch node for being added to the check queue,

wherein when the check queue does not have the waiting
pending node, the processor ends the connecting node
determination procedure.

29. The controller as claimed in claim 28, wherein the
optimal first gap level is the first gap level between the
optimal connecting node and the start switch node, the
optimal second gap level is the second gap level between the
optimal connecting node and the at least one final switch
node belonging to the same multicast tree, and before the
connecting node determination procedure is executed, the
processor respectively sets the optimal first gap level and the
optimal second gap level to a default value.

30. The controller as claimed in claim 25, wherein when
the first client apparatus leaves the streaming group, the
content management apparatus informs the controller, and
the processor of the controller sets at least the portion of the
switch nodes to adjust the multicast tree.

31. The controller as claimed in claim 30, wherein when
the first client apparatus leaves the streaming group, the
controller receives a leaving request from the content man-
agement apparatus through the communication interface,

after the controller receives the leaving request, the pro-

cessor of the controller takes the switch node connected
to the first client apparatus as a start switch node to
execute a multicast tree pruning procedure to adjust the
first transmission route of the multicast tree.

32. The controller as claimed in claim 25, wherein the
processor of the controller further selectively polls at least
the portion of the switch nodes of the multicast tree to
determine whether the first transmission route has a link
congestion, and when the link congestion occurs in the first
transmission route, the processor adjusts the first transmis-
sion route of the multicast tree.

#* #* #* #* #*



