
   

  

Abstract—Sound source localization is an important feature 
in robot audition. This work proposes a sound source number 
and directions estimation method by using the delay 
information of microphone array. An eigenstructure-based 
generalized cross correlation method is proposed to estimate 
time delay between microphones. Upon obtaining the time delay 
information, the sound source direction and velocity can be 
estimated by least square method. In multiple sound source case, 
the time delay combination among microphones is arranged 
such that the estimated sound speed value falls within an 
acceptable range. By accumulating the estimation results of 
sound source direction and using adaptive K-means++ 
algorithm, the sound source number and directions can be 
estimated. 

I. INTRODUCTION 
UDITION is one of the important senses for humans, 
animals, or robot to recognize the environment. The 

sound information value would be limited if the humans, 
animals, or robot can not know the position of sound source. 
Hence, the need for sound source localization has become a 
fundamental feature for audition. For robot audition, the key 
advantage is that the robot can use many microphones for 
hearing system and it’s unlike a human-like audition system 
using only two microphones.  

The idea of using multiple microphones to localize sound 
sources has been developed for a long time. Among various 
kinds of sound localization methods, generalized cross 
correlation (GCC) based methods [1]-[3] are one of the major 
categories discussed for robot localization application [4]. 
Another approach, proposed by Balan et al. [5], explores the 
eigenstructure of the correlation matrix of the microphone 
array by separating speech signals and noise signals into two 
orthogonal subspaces. The direction-of-arrival (DOA) is then 
estimated by projecting the manifold vectors onto the noise 
subspace. MUSIC [6] is one of the most popular methods for 
estimating the sound source direction and it is also applied to 
the robot audition system [7]. 

Walworth et al. [8] proposed a linear equation formulation 
for the estimation of the three-dimensional (3-D) position of a 
wave source based on the time delay values. Valin et al. [9] 
gave a simple solution for the linear equation in [8] based on 
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the far field assumption. They have also developed a novel 
weighting function method to estimate the time delay. 

Yao et al. [10] presented an efficient blind beamformer 
technique to estimate the time delays from the dominant 
source. This method estimated the relative time delay from 
the dominant eigenvector computed from the time-averaged 
sample correlation matrix. They have also formulated a 
source linear equation similar with [8] to estimate the source 
location and velocity by using least square method. 

The objective of this work is to estimate the multiple sound 
source directions without the priori information of the sound 
source number. This work proposes a novel 
eigenstructure-based GCC (ES-GCC) method to estimate the 
time delay between two microphones. With the time delay 
information, the sound source direction and velocity can be 
obtained by solving the proposed linear equation model. 
Moreover, without the priori knowledge of sound source 
number, the method for estimating sound source number and 
directions using the estimated sound velocity as a filtering 
criterion and adaptive K-means++ is proposed and evaluated 
in a real environment. 

II. TIME DELAY ESTIMATION 
  Consider an array with M microphone in a noisy 
environment. The received signal of the m-th microphone 
which contains D sources can be described as: 
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mda  and mdτ  are the amplitude and time delay from the d-th 
sound source to the m-th microphone and )(tnm  is the 
non-directional noise. It is assumed that )(tsd  and )(tnm  are 
mutually uncorrelated and sound source signals are mutually 
independent. Applying the discrete time Fourier transform 
(DTFT) to (1), we have: 

1,,1,0

),(),(),(
1

−=

+= ∑
=

−

DTFT

D

d
m

j
dmdm

N

kNekSakX md

Kω

ωωω ωτ
                   (2) 

where ω  is the frequency band and k is the frame number. 
Rewrite (2) in matrix form: 

),(),()(),( kkk ωωωω NSX += A                             (3) 
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The received signal correlation matrix with eigenvalue 
decomposition can be described as: 
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where H denotes conjugation transpose; )(ωλi
 and )(ωiV are 

eigenvalues and corresponding eigenvectors with 
)()()( 21 ωλωλωλ M≥≥≥ L and

 
 )(1 ωV  is the maximum 

eigenvalue corresponding eigenvector which is defined as: 
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We call eigenvector )(1 ωV  
principal component vector since 

it contains the direction information of the principal sound 
sources at each frequency. Hence, this work adopts the 
principal component vector as the microphone received 
signal for time delay estimation. 

Finally, the ES-GCC function between the i-th and j-th 
microphone can be represented as: 
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The time delay sample can be estimated by finding the 
maximum peak of the ES-GCC function: 
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III. SOUND SOURCE LOCALIZATION AND SPEED ESTIMATION 

A. Sound Source Location Estimation Using Least-Square 
Method 

Once the time delay is obtained, the sound source location 
can be estimated from the microphone array geometrical 
calculation. The work in [10] provides a linear equation 
model for estimating the source localization and propagation 
speed. Consider sound source location 
vector [ ]ssss zyx=r , the i-th microphone location 

[ ]iiii zyx=r  and the relative time delays, ji tt − , between 
the i-th sensor and j-th sensor. The relative time delay satisfy 
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where v is the speed of sound. Equation (8) is equivalent to 
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Squaring both sides, we have: 
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With the algebraic manipulation, the equation (10) becomes:  
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Next, define the unit vector of the source direction as, 
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And two other variables as, 
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Hence, the linear equation (11) considering all M 
microphones can be written as, 

bw =gA   (14) 

where [ ]Τ≡ 54321 wwwwww  
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For more than 5 sensors, the least square solution of equation 
is given by: 
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The source location and speed of sound can be solved as, 
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B. Sound Source Direction Estimation Using Least-Square 
Method For Far Field Case 

To solve (14), the matrix Ag must have full rank. However, 
for matrix Ag, the condition on rank is more complicated and 
will be ill-conditioned easily. For example, if the 
microphones are distributed on a spherical surface (i.e.  

[ ]iiiiii RRR φφθφθ cossinsinsincos=r , R is radius and 

iθ  and iφ  are azimuth and elevation angle respectively.), it 
can be verified that the fourth column in Ag is the linear 
combination of column 1, 2 and 3.  

Hence, this section will derive and analyze the linear 
equation model (11) for far field case. Define sr  and iρ  as, 

1

1

rr
rrr

−
−

=
s

s
s

  and 
1

1

rr
rr

−
−

=
s

i
iρ    (17) 

sr  represents the unit vector in the source direction and iρ  
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means the ratio of the array size to the distance between the 
array and source, i.e., for far field sources, 1<<iρ . 
Substituting (17) to (11), we have, 
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The term ( )1ttv i −   means the distance difference between the 
sound source to the i-th and the first microphones. Let the 
distance difference be di, i.e., 
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 Equation (18) can be re-written as, 
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It is straightforward to see that if  ≥ 0 since 

1i rr −≤id  (22) 

Also, if  achieves it maximum of v/1i rr −  when id = 0 (i.e., 
when the source is located along the line passing through the 
mid point of and perpendicular to the segment connecting the 
i-th and the first microphone). This also means that if  has the 
order of magnitude less than or equal to the vector ( ) v/1i rr − . 
Therefore, from (20), it is clear that for far field sources 
( 1<<iρ ), the delay relation approaches, 
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Thus, the left hand side of (20) consists of the far field term 
and near field influence of the delay relation. We define iρ  as 
the field distance ratio and if  the near field influence factor 
for their roles in the source localization using microphone 
array. Equation (23) can also be derived from a plane wave 
assumption. Consider a single incident plane wave and a pair 
of microphones as shown in Fig. 1 and the relative time delay 
between two microphones can be described as: 
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The parameters )cos( iθ  can be represented as: 
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Equation (23) can be derived by substituting (25) into (24). 
For far field sources ( 1<<iρ ), the over determinant linear 

equation system (14) becomes (from (23)), 

bw =ssA                                                                           (26) 
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Notice that it is unlikely to obtain the source location but the 
unit vector of the source direction ( sw ). And the speed of 
sound is obtained by: 
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Then, the sound source direction for far field case can be 
given by: 
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C. Estimation Error Analysis 
Equation (26) is an approximation by considering plane 

wave only. It will give errors both in the source direction and 
the speed of sound. The error in the speed of sound is more 
interesting as it can reveal the relative distance information of 
sources to the microphone array. It can be shown that the 
closer the sound source, the larger the estimate of the speed. 
To see this, consider the original close form relation of 
equation (20) by moving the second term on the left hand side 
to the right. 
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Without loss of generality, assume that 1tti > . Since both iρ  
and if are non-negative, equation (29) shows if the far field 
assumption is utilized (see (23)), the delay shall be decreased 
to match the real situation. However, when solving (23), there 
is no modification of the value 1tti − . Therefore, one 
possibility to match the case of augmented delay is to 
decrease the speed of sound. Another possibility is to change 
the direction of the source vector sr . However, for an array 
spans the 3-D space, the possibility of adjusting the source 
direction for all sensor pairs is small since the least square 
method is applied. For example, changing the direction may 
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Fig. 1. Geometry model of plane wave and two microphones 
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work for sensor pair (1, i) but has adverse effect on sensor 
pair (1, j) if ( )1i rr −  and ( )1j rr −  are perpendicular to each 
other. 

IV. SOUND SOURCE NUMBER AND DIRECTIONS ESTIMATION 

Due to the singular problem of the matrix Ag described in 
section III-B, this paper assumes the distance form source to 
the array is much larger than the array aperture and equation 
(26) is used to solve the sound source direction estimation 
problem. If the sound source number is known, the sound 
source directions can be estimated by putting each sound 
source corresponding time delay vector b  into equation (28) 
and how to obtain each sound source time delay vector b  is 
the first problem. However, if the sound source number is 
unknown, the sound source directions estimation will become 
more complicated since there are several combinations to 
form the timed delay vector. 

This section describes how to estimate sound sources 
number and directions simultaneously using the proposed 
method in section II and III-B. For multiple sound sources 
environment, the GCC function should have multiple peaks 
[11]. Because we assume there is no priori knowledge of the 
sound source number, the time delay sample for each 
microphone pair which meets the constraint below will be 
selected as the time delay sample candidates: 
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where α  is a specified saclar and i

i

n
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τ̂  is the time delay 
sample corresponding to the ni-th largest peak in ES-GCC 
function 

1xxi
R . If 

1xxi
R has no time delay sample can meet the 

constraint above, then the max
in  will be set to one. Hence, 

there are maxmax
3

max
2 Mnnn ××× L  possible combinations to form the 

time delay vector ub  and there should be D correct 
combinations in those possible combinations. The next 
problem is how to choose the accurate combinations and 
determine the sound source number. 

This paper proposes an acceptable sound velocity based 
method to arrange the combination and we assume the 
accurate combination should correspond to an acceptable 
sound velocity using equation (27). Therefore, each possible 
combination will be taken into equation (27) (As is known), 
and if the estimated sound velocity falls within an acceptable 
range, then this combination will be considered as the 
accurate combination; that is, we consider the combination as 
correct one when 
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where 34300v =  is the sound velocity in cm/sec and ε  is a 
specified threshold. Assume there are D~  combinations 

(
D21 bbb ~

~,,~,~
L ) which correspond with the equation (31) 

and hence the D~  sound sources direction can be obtained by: 
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where 
uθ  and uφ  are azimuth and elevation angle for the 

sound source respectively.  
For the robustness consideration, the final sound source 

number and directions will be determined over Q-times 
results of equation (32). Let define all the accumulated 
estimation angle results over Q-times estimation as: 
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where 
qD~  represents the combination number which meets 

the equation (31) constraint at the q-th testing.  
So far, we have a set of R data points. Then, we cluster 

these accumulated results and this paper proposes an adaptive 
K-means ++ algorithm for clustering which is based on the 
K-means [12] and K-means++ [13] algorithms. We wish to 
choose D̂  cluster center so as to minimize the potential 
function: 
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where there are D̂  cluster 
d

C ˆ  and 
d̂
μ  is the center of all the 

points 
dr C ˆ∈σ . Because the sound source number is unknown, 

we would set the cluster number D̂  to be one and initial 
center 1μ  to be the median of θ~  and φ~  as the initial 
condition to execute K-means. When the K-means algorithm 
converges, the constraint below is checked: 
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where )(⋅E  is the expectation operation and δ  is a specified 
threshold. Equation (35) is used to check the variance of each 
cluster when the K-means algorithm converges. If one of the 
variance of each cluster is not less than a threshold, then we 
will make D̂  plus one, find the other initial center using 
K-means++ [13] and execute K-means algorithm again. 
Otherwise, the final sound source number is D̂  and the sound 
source directions are: 
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The adaptive K-means ++ algorithm flowchart for estimating 
sound sources number and direction is shown in Fig. 2. 

In summary, the steps of the proposed sound source 
number and directions estimation method are: 

Step1. Calculate ES-GCC function )(
1

τxxi
R  

and pick peaks      
satisfied with equation (30) from )(

1
τxxi

R  for each 
microphone pair. 

Step2. Select D~  time delay vector from equation (31) and 
estimate the corresponding sound source direction 
using equation (32). 

Step3. Repeat Step 1 to 2 Q times and accumulate the results. 
Step4. Cluster the accumulated results using adaptive 

K-means++ algorithm and the final cluster number and 
centers are sound source number and directions 
respectively. 

V. EXPERIMENTAL RESULTS 
This section provides the experimental results to evaluate 

the capability of the proposed algorithm. Two experiments, 
ES-GCC performance and sound source number and 
directions estimation, are tested in this section. The 
experiments are performed in a real room approximately of 
the size 10.5 m × 7.2 m and height of 3.6 m. The self-designed 
8 channel digital microphone array platform is installed on 
the mobile robot for the experiment shown in Fig. 3 and the 
microphone position is marked with the circle symbol. The 
room temperature is approximately 20℃ and the sampling 
rate is 16k Hz. The experimental condition is shown in Fig. 4 
and the distance from each sound source to the origin is 2.4 m. 
In Fig.4, the distance from the origin to Mic.1~4 and to 
Mic.5~8 is 0.22 m and 0.14m respectively. Seven microphone 
pairs listed in Table I are selected for the experiments. The air 
conditioner which is 4 m from the first microphone is turned 
on during this experiment (Noise 1 in Fig. 4). The parameters 
of α, ε and δ are set to be 0.9, 5000, and 16. 

A. Eigenstructure-based GCC performance evaluation 
In this experiment, the sound source is female speech in 

English and the signal to noise ratio (SNR) is 14.58 dB. The 
proposed ES-GCC method is compared with the conventional 
GCC using PHAT weighting (PHAT-GCC) method [2]. In 
both methods, each frame is 512 samples long and the 
measurement times are 100 in each microphone pair. The 
correct time delay samples of this experiment for each 
microphone pair are (-4,-9,-14,-20,-16,-11,-5). Fig. 5 and Fig. 
6 show the estimated time delay samples of PHAT-GCC and 
ES-GCC respectively. As can be seen, the estimated time 
delay samples of the ES-FCC method almost maintain a 
constant value along the measure times for each condition. 
However, the estimated time delay samples of the 
PHAT-GCC method fluctuate along the measurement times. 
This is because the principal component vector in ES-GCC 
method can characterize the time delay relation of the sound 
source better than PHAT-GCC method. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

B. Single source and dual sources direction estimation 
Three cases, single, dual, and four sound sources are tested 

in this experiment to evaluate the performance of the 
proposed sound source number and directions estimation 
system. The sound sources are all speech in English. 

Table I 
THE CONDITION NUMBERS  

 CORRESPOND TO THE MICROPHONE PAIRS  
Condition Microphone pairs Condition Microphone pairs

C1 (1,2) C5 (1,6) 
C2 (1,3) C6 (1,7) 
C3 (1,4) C7 (1,7) 
C4 (1,5)   

 
Fig. 3. Digital microphone array mounted on the robot

Fig. 4. Arrangement of microphone array and sound sources
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Fig. 2. The flowchart of adaptive K-means++ algorithm
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The experimental results of single, dual and four sources 
cases are shown in Table II, III and IV. The trial number in 
each condition is 300. Two-dimensional angles, 360° azimuth 
θ and 180° elevation ψ are considered to be estimated in this 
experiment. As shown in Table II, III and IV, the statistical 
estimation results of the mean error of the proposed sound 
source direction estimation system is less than 3° which is 
accurate enough for other robot system application (like 
human face tracking system). Especially, in multiple sound 
sources case, we find that the wrong combination of time 
delay vector ub will cause the estimated sound speed to range 
between 9000 and 15000 or more than 50000. Hence, the 
estimated sound velocity is reliable to arrange the 
combinations of time delay vector. 

VI. CONCLUSION 
This work provides the sound source number and 

directions estimation algorithm. The multiple source time 
delay vector combination problem can be solved by the 
proposed acceptable sound velocity based method. By 
accumulating the estimated sound source angle, the sound 
source number and directions can be obtained by the 
proposed adaptive K-means++ algorithm. The proposed 
algorithm is evaluated in a real environment. 
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TABLE II 
EXPERIMENTAL RESULTS OF SINGLE SOURCE ESTIMATION WITH NOISE 1 

Experimental Conditions Experimental Results (Mean) 
Source 
number 

SNR 
(dB) 

CorrectAngle
(θψ) 

Estimated 
Angle 

Estimated 
number 

1 14.78 (-153°, -6°) (-152.74°, -6.15°) 1 
1 15.51 (-27°, -3°) (-28.61°, -3.05°) 1 
1 16.35 (207°, 0°) (207.89°, 0°) 1 
1 16.21 (27°, 6°) (25.2°, 6.07°) 1 

 
Fig. 5. Estimated time delay samples (PHAT-GCC) 

 
Fig. 6. Estimated time delay samples (ES-GCC) 

TABLE III 
EXPERIMENTAL RESULTS OF DUAL SOURCES ESTIMATION WITH NOISE 1 

Experimental Conditions Experimental Results (Mean) 
Source
number

SNR 
(dB) 

CorrectAngle 
(θψ) 

Estimated 
Angle 

Estimated 
number 

2 13.38 (-153°, -6°) 
(-27°, -3°) 

(-152.74°, -6.15°) 
(-28.61°, -3.05°) 2 

2 13.53 (-27°, -3°) 
(207°, 0°) 

(-28.61°, -3.05°) 
(207.25°, 0°) 2 

2 14.24 (207°, 0°) 
(27°, 6°) 

(206.56°, -2.01°) 
(26.57°, 6.07°) 2 

TABLE IV 
EXPERIMENTAL RESULTS OF FOUR SOURCES ESTIMATION WITH NOISE 1 
Experimental Conditions Experimental Results (Mean) 

Source
number

SNR
(dB)

Correct Angle
(θψ) 

Estimated 
Angle 

Estimated 
number 

4 15.38

(-0.25°,1.2 °) 
(88.45°, 1°) 

(-92.6°, 0.83°)
(178.65°, 1.7°)

(1.35°, 0.32°) 
(90.13°,0.45°) 

(-90.36°, 0.36°) 
(179.65°,0.12 °) 
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