
460
IEICE TRANS. COMMUN., VOL.E95–B, NO.2 FEBRUARY 2012

PAPER

Distributed Estimation for Vector Signal in Linear Coherent Sensor
Networks∗

Chien-Hsien WU†a), Member and Ching-An LIN†, Nonmember

SUMMARY We introduce the distributed estimation of a random vec-
tor signal in wireless sensor networks that follow coherent multiple access
channel model. We adopt the linear minimum mean squared error fusion
rule. The problem of interest is to design linear coding matrices for those
sensors in the network so as to minimize mean squared error of the esti-
mated vector signal under a total power constraint. We show that the prob-
lem can be formulated as a convex optimization problem and we obtain
closed form expressions of the coding matrices. Numerical results are used
to illustrate the performance of the proposed method.
key words: distributed estimation, convex optimization, power allocation,
wireless sensor network

1. Introduction

Low power consumption and efficient bandwidth usage are
two critical issues for distributed estimation in wireless sen-
sor networks [1]. In the distributed estimation scenario, ob-
servation data is measured by spatially distributed sensors
and transmitted to a fusion center (FC) to generate the final
estimate. Due to power and bandwidth limitations, many
research works (e.g. [2]–[6]) concentrated on parameter es-
timation by amplify-and-forward scheme and discussed the
problems which restrict the amount of power and informa-
tion sent from each sensor per observation period. Among
these works, optimal power allocation schemes, in the form
of optimal power gains, that minimize estimation distor-
tion are proposed based on the orthogonal multiple access
channel (MAC) model [2]–[4] as well as the coherent MAC
model [5], [6].

All the power allocation schemes mentioned above
consider single-input single-output (SISO) systems in which
the sensor with a scalar measurement/transmitter is regarded
as a unit. Recently, multiple-input multiple-output (MIMO)
systems have attracted much attention due to their advan-
tages of increased data rates and improved performance [7].
In MIMO wireless sensor networks, each sensor performs
vector measurements and has multiple transmitters. Recent
works on MIMO sensor networks addressed the dimension-
ality reduction problem based on the ideal channel assump-
tion [8]–[10] and the optimal design of coding matrices [11].
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In this paper, we consider the distributed estimation of
a vector signal using MIMO wireless sensor networks with
the coherent MAC model. The measurement for each sen-
sor is encoded by a coding matrix that forms a message for
transmission to a FC, where the signal is estimated based
on the linear minimum mean-squared error (LMMSE) rule.
We study the problem of designing linear coding matrices
that minimize the mean-squared error (MSE) under a total
power constraint. We show that the problem can be formu-
lated as a convex optimization problem. The solution, which
is a water-filling type, gives closed form expressions for the
coding matrices.

The organization of this paper is as follows. Section 2
is the network model and the problem statement of linear
distributed estimation. In Sect. 3, the proposed method is
given and closed form expressions for the coding matrices
are shown. Section 4 is the simulation results. Finally,
Sect. 5 is a brief conclusion.

Notations: Throughout this paper, the following nota-
tions are used. A lower case letter denotes a scalar, a bold-
face lower case letter denotes a vector, and a boldface upper-
case letter denotes a matrix. In addition, AT and AH denote
the transpose of A and the conjugate transpose of A, respec-
tively. The letter In denotes an identity matrix of size n × n.
0 and 0n×m denote, respectively, a zero vector and a zero
matrix of size n × m. The operator diag(x1, · · · , xM) is a di-
agonal matrix with its mth diagonal element equal to xm and
tr(A) is the trace of A.

2. System Model and Problem Formulation

We consider a wireless sensor network consisting of L sen-
sors for estimating p random source signals, written in vec-
tor form θ = [θ1, θ2, · · · , θp]T ∈ Cp, as shown in Fig. 1.

Fig. 1 Linear distributed estimation with coherent MAC.
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The lth sensor has kl measurements, which can be expressed
in vector form as

xl = Flθ + nl, 1 ≤ l ≤ L (1)

where Fl ∈ Ckl×p is the observation matrix and nl ∈ Ckl is
the additive noise. Let K =

∑L
l=1 kl. In vector form, (1) can

be written as

x = Fθ + n, (2)

where x = [xT
1 xT

2 · · · xT
L ]T ∈ CK , F = [FT

1 FT
2 · · · FT

L ]T ∈
C

K×p, and n = [nT
1 nT

2 · · · nT
L ]T ∈ CK . The measure-

ment of the lth sensor is encoded by a linear coding matrix
Al ∈ CN×kl to form the message vector Alxl ∈ CN , where
N denotes the number of messages transmitted from the lth
sensor. The message vector is then sent to the fusion cen-
ter (FC) through the channel which is described by the gain
matrix Hl ∈ CN×N . From (1), the received signal y at the FC
can be expressed as

y =
L∑

l=1

HlAl(Flθ + nl) + ν = B(Fθ + n) + ν, (3)

where ν ∈ CN is additive noise at the receiver and B =
[B1 B2 · · · BL] ∈ CN×K with Bl = HlAl ∈ CN×kl . We as-
sume that i) E[θ] = 0 and E[θθH] = σ2

θIp, ii) E[nl] = 0,
E[nlnH

l ] = σ2
nIkl , and E[nlnH

j ] = 0 for j � l, iii) E[ν] = 0
and E[ννH] = σ2

νIN , iv) E[θnH] = 0, E[θνH] = 0, and
E[nνH] = 0, v) Fl and Hl are known at the FC, vi) K ≥ N,
K ≥ p, and rank(F) = p, and vii) Hl = diag(hl

1, · · · , hl
N)

with hl
i � 0, ∀i, l.

Remark 1: Assumption vii) simplifies the derivations
to follow. In practice, if the N signals are transmitted using
N different frequencies, the assumption is reasonable.

Using the received signal y in (3), the LMMSE esti-
mate of θ is [12, p.382]

θ̂ =E[θyH]
(
E[yyH]

)−1
y

=σ2
θF

HBH
[
BRxBH + σ2

νIN

]−1
y,

where Rx = E[xxH] = σ2
θFFH + σ2

nIK , and the correspond-
ing MSE is

J =tr(E[(θ − θ̂)(θ − θ̂)H])

=tr
(
σ2
θIp − σ4

θF
HBH

[
BRxBH + σ2

νIN

]−1
BF

)
, (4)

The problem is to minimize J in (4) by designing the coding
matrices Al under a total power constraint. The transmit-
ted power for the lth sensor is defined as E[xH

l AH
l Alxl] =

tr(AlRxl A
H
l ), where Rxl = E[xlxH

l ] = σ2
θFlFH

l + σ
2
nIkl . If P

is the total power that the L sensors can use, then the con-
straint can be expressed as

L∑
l=1

tr
(
H−1

l BlRxl B
H
l H−H

l

)
≤ P, (5)

where we use Al = H−1
l Bl. Let D = tr

(
FHBH

[
BRxBH

+σ2
νIN

]−1
BF

)
. Thus J = pσ2

θ − σ4
θD. Since σθ and p

are fixed, minimization of J subject to (5) can be expressed
equivalently as

max
Bl, 1≤l≤L

D

subject to
L∑

l=1

tr
(
H−1

l BlRxl B
H
l H−H

l

)
≤ P. (6)

Remark 2: In general, if E[θθH] = Rθ and E[nlnH
l ] =

Rnl are Hermitian and positive definite, we can write Rθ =
R1/2
θ R1/2

θ and Rnl = R1/2
nl

R1/2
nl

, and introduce θ̃ = R−1/2
θ θ,

ñl = R−1/2
nl

nl, Ãl = AlR
1/2
nl

, and F̃l = R−1/2
nl

FlR
1/2
θ . Then

Al, Fl, θ, and nl in (3) can be replaced by Ãl, F̃l, θ̃, and
ñl, respectively, and the equivalent model satisfies assump-
tion i) and ii). Hence, the optimization problem can still be
formulated to have the same form as (6).

3. Proposed Approach

In this section, we first consider the objective function of (6)
and determine its maximum through singular value decom-
position technique. After obtaining the maximum objective
function, we consider the power constraint and formulate
the problem (6) as a convex optimization problem, which
then yields a solution in closed form.

Since Rx = σ
2
θFFH + σ2

nIK is positive definite, it can
be expressed as Rx = R1/2

x R1/2
x , where R1/2

x is Hermitian
and positive definite. Since rank(F) = p by assumption vi),
rank(R−1/2

x FFHR−1/2
x ) = p and we have

R−1/2
x FFHR−1/2

x = UCΛCUH
C , (7)

where ΛC = diag(c1, · · · , cp, 0, · · · , 0) with c1 ≥ · · · ≥
cp > 0 and UC ∈ CK×K is unitary. Multiplying (7) by R−1/2

x

on the right and R1/2
x on the left shows that the nonzero

eigenvalues ci, 1 ≤ i ≤ p, are also the nonzero eigenval-
ues of FFH(σ2

θFFH + σ2
nIK)−1 and it follows that ci ≤ 1/σ2

θ ,
1 ≤ i ≤ p. Let B̄ = BR1/2

x and use (7), the objective function
D in (6) can be expressed as

D =tr(B̄H
[
B̄B̄H + σ2

νIN

]−1
B̄R−1/2

x FFHR−1/2
x )

=tr(B̄H
[
B̄B̄H + σ2

νIN

]−1
B̄UCΛCUH

C ). (8)

Express B̄ as a singular value decomposition

B̄ = UB̄ΛB̄VH
B̄ , (9)

where UB̄ ∈ CN×N is unitary, ΛB̄ = diag(
√

b1, · · · ,
√

bN),
b1 ≥ · · · ≥ bN ≥ 0, and VB̄ ∈ CK×N has orthonormal
columns. With (9), D in (8) can be further simplified as

D = tr(ΛB̄

[
Λ2

B̄ + σ
2
νIN

]−1
ΛB̄VH

B̄ UCΛCUH
C VB̄). (10)

To find an upper bound on (10), we need the follow fact.
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Fact. [13, p.326] Let X, Y ∈ Cn×n be positive semidefinite
matrices with eigenvalues λ1 ≥ λ2 ≥ · · · ≥ λn ≥ 0 and
δ1 ≥ δ2 ≥ · · · ≥ δn ≥ 0 respectively. Then

tr(XY) ≤
n∑

i=1

λiδi.

Applying the fact to (10) with X=ΛB̄

[
ΛB̄ΛB̄+σ

2
νIN

]−1

ΛB̄ and Y = VH
B̄

UCΛCUH
C VB̄, we have

D ≤
p∑

i=1

cibi

σ2
ν + bi

. (11)

We note that since X is diagonal, if we choose VB̄ so that
VH

B̄
UC = [IN 0] ∈ CN×K , where N ≥ p, then equality in

(11) holds. Hence the upper bound in (11) is achieved if we
choose

VB̄ = UC(:, 1 : N), (12)

where UC(:, 1 : N) denotes the first N columns of UC . Since
the upper bound is the same for all N > p, we choose N = p.
This keeps the number of transmitters for each sensor at a
minimum.

With the choice VB̄ = UC(:, 1 : p), we obtain

D =
p∑

i=1

cibi

σ2
ν + bi

(13)

where ci > 0 and σ2
ν are fixed. Hence, the problem of choos-

ing Bl in B to maximize D amounts to choosing the singular
values

√
bi of B̄ in (9) since the choice of UB̄ is irrelevant

and B = B̄R−1/2
x . It is clear from (13) that to maximize D,

we should choose each bi > 0 as large as possible; however,
it can not be chosen arbitrarily large due to the total power
constraint.

By taking into account the power constraint in (6), we
set UB̄ = IN to simplify our analysis and thus we have B =
ΛB̄VB̄R−1/2

x , or equivalently,

Bl = ΛB̄ÛC, l, 1 ≤ l ≤ L, (14)

where ÛC, l ∈ Cp×kl is the lth block matrix in VH
B̄

R−1/2
x =

[ÛC,1, · · · , ÛC,L] with VB̄ = UC(:, 1 : p). Substituting (14)
into (6), since Hl are diagonal matrices from assumption
vii), the power constraint can be further simplified as

tr
(
R̄Λ2

B̄

)
=

p∑
i=1

ribi ≤ P, (15)

where R̄ =
∑L

l=1 H−1
l ÛC, lRxl Û

H
C, lH

−H
l with diagonal entries

ri, 1 ≤ i ≤ p. Note that since Rxl = σ
2
θFlFH

l + σ
2
nIkl , we see

that the diagonal entries of H−1
l ÛC, lRxl Û

H
C, lH

−H
l are positive

and thus ri > 0. From (13) and (15), the problem in (6) with
VB̄ = UC(:, 1 : p) and UB̄ = IN can be written as

min
bi , 1≤i≤p

−
p∑

i=1

cibi

σ2
ν + bi

subject to
p∑

i=1

ribi ≤ P, (16)

bi ≥ 0. i = 1, · · · , p.
This is a convex optimization problem since the cost func-
tion is convex and the constraints are linear.

To solve the problem (16), we form the Lagrangian as

L(bi, μ0, μi) = −
p∑

i=1

cibi

σ2
ν + bi

+ μ0

⎛⎜⎜⎜⎜⎜⎝
p∑

i=1

ribi − P

⎞⎟⎟⎟⎟⎟⎠ −
p∑

i=1

μibi,

where μ0 ≥ 0 and μi ≥ 0, and the associated KKT conditions
[14] are

− ciσ
2
ν

(σ2
ν + bi)2

+ μ0ri − μi = 0 (17)

μ0

⎛⎜⎜⎜⎜⎜⎝
p∑

i=1

ribi − P

⎞⎟⎟⎟⎟⎟⎠ = 0 (18)

μibi = 0 (19)

From (17), we obtain

bi = σ
2
ν

(√
ci

σ2
ν(μ0ri + μi)

− 1

)
. (20)

From (19), if bi > 0, we have μi = 0 and thus (20) can be
written as

bi = σ
2
ν

(√
ci

σ2
νμ0ri

− 1

)+
(21)

where (x)+ = max(0, x). From (17) with bi > 0 and μi = 0,
we have μ0 > 0 otherwise we have a contradiction μ0 < 0.
Hence, from (18), we get

p∑
i=1

ribi = P. (22)

Let wmi =
√

cmi/rmi and assume wm1 ≥ · · · ≥ wmp , where
mi ∈ {1, · · · , p}. We define a function

f (mn) = wmn ×
P
σ2
ν
+

∑mn
i=m1

ri∑mn
i=m1

√
rici/σ2

ν

.

Let 1 ≤ p1 ≤ p be such that f (mp1 ) > 1 and f (mp1+1) ≤ 1.
Then we have

bmi =

⎧⎪⎪⎨⎪⎪⎩
√
σ2
ν

μ0
wmi − σ2

ν, i ≤ p1

0, i > p1

(23)

where

μ0 =

⎛⎜⎜⎜⎜⎜⎜⎜⎝
∑mp1

i=m1

√
rici/σ2

ν

P
σ2
ν
+

∑mp1
i=m1

ri

⎞⎟⎟⎟⎟⎟⎟⎟⎠
2

is obtained by substituting (23) into (22).
With the choice ΛB̄ = diag(

√
b1, · · · ,

√
bp) according
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to (23), the coding matrix can be written from (14) and Al =

H−1
l Bl, and is given by

Al = H−1
l ΛB̄ÛC, l, 1 ≤ l ≤ L; (24)

moreover, from (4) and (13), the corresponding MSE can be
written as

J = pσ2
θ − σ4

θ

p∑
i=1

cibi

σ2
ν + bi

. (25)

As P → ∞, from (15), we have bi → ∞ and thus the lower
bound of the MSE is

Jlow = pσ2
θ − σ4

θ

p∑
i=1

ci, (26)

Note that since ci ≤ 1/σ2
θ , we have Jlow ≥ 0.

4. Numerical Results

In this section, we use numerical simulations to illustrate the
analytical results established in the previous section. In all
simulations, the random vectors θ, nl, and ν, are complex
Gaussian. Specifically, each entry in the vectors is set as a
complex Gaussian random variable with zero mean and unit
variance. We also take the entries of Fl and the channels hl

i
as complex Gaussian random variables with zero mean and
unit variance. The number of source signals is set as p = 5.

The average MSE versus N with different power levels
P = 5 dB, 10 dB, and 20 dB is shown in Fig. 2, in which we
take L = 10 and kl = 8, ∀l. The dash-line denotes the MSE
lower bound in (26). We can see that the MSE decreases as
N increases and remains a constant as N ≥ p. That is, there
is no improvement in network performance as the number
of transmitters for each sensor is greater than the number
of source signals. The result is consistent with our analysis
in Sect. 3 that under a total power constraint, the minimum
achieved MSE is (25) for all N > p. From the figure we can
also see that the MSE decreases as the power level increases

Fig. 2 MSE versus N with different power levels.

as is expected.
Since the performance is the same for all N > p, we

set N = p in all the simulations to follow. To see the effect
of the number of measurements, we consider L = 10 and
assume that kl are equal for all sensors. Figure 3 shows the
average MSE versus kl with different power levels P = 5 dB,
10 dB, and 20 dB. We note that as kl increases, the MSEs de-
creases; moreover, the gap between the lower bound and the
power constraint case becomes large as kl increases. This
is because although the increase of kl leads to the increase
of measurement power, the transmitted power for each sen-
sor is restricted if there is a power constraint. Hence, the
performance of the power constraint case has no significant
improvement as kl increases compared with that of the un-
constraint power case (the lower bound).

The comparison of the MSE for the proposed method
and the equal power method is plotted in Fig. 4, in which
we take L = 10 and kl = 8, ∀l. The equal power method
is to set the transmitted powers for all sensors to be equal,
that is, we choose the coding matrix Al = αl · [I5 0], where

Fig. 3 MSE versus kl with different power levels.

Fig. 4 MSE comparison between the proposed method and the equal
power method.
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αl =
√

P/[Ltr(Rxl (1 : 5, 1 : 5))], so that tr(AlRxl A
H
l ) = P/L,

1 ≤ l ≤ L, here Rxl (1 : 5, 1 : 5) denotes the first 5 rows and
columns of Rxl and [I5 0] is a 5 × 8 matrix with its diagonal
entries equal to 1 and other entries equal to 0. As we can see
from the figure, the proposed method performs better than
the equal power method. Moreover, the MSE of the pro-
posed method goes to the lower bound as P increases while
the MSE of the equal power method approaches a constant
MSE for P > 25 dB. This is because the proposed method
takes into account the effects of the observation and channel
matrices in the design of coding matrices, while the equal
power method does not use the information of observation
matrices and channel matrices and thus the performance im-
provement is limited as P increases.

To estimate a vector signal, [5] proposed an amplify-
and-forward scheme based on the SISO sensor network. For
comparison, we simulate the scheme in [5], where a scalar
measurement xl at the lth sensor is multiplied by an ampli-
fied factor al(n) at the nth time instant before it is transmitted
to the receiver through a fading channel hl, 1 ≤ l ≤ Q, here
Q denotes the total number of sensors in the SISO network.
At time n, the received signal is y(n) =

∑Q
l=1 hlal(n)xl+νl(n),

where νl(n) is an additive noise. After collecting p received
signals {y(1), · · · , y(p)} at the FC, the source vector θ is then
estimated based on the LMMSE fusion rule. The proposed
MIMO scheme is modelled in (3) with L = 1, a single vec-
tor sensor. To compare these two schemes based on the
equal condition, we assume the number of measurements
in the proposed scheme is equal to the scheme in [5], that is,
kl = Q; moreover, the total network powers, consumed by
the sensors, are set equal for both schemes. Figure 5 shows
that the average MSE of the proposed scheme with kl = 10
is lower than that of the scheme in [5] with Q = 10 when
power P is small. This is because in our MIMO sensor net-
work, the antenna diversity are used and thus each received
signal comes from individual channel; while in [5], the re-
ceived signal is a linear combination of transmitted signals
without using antenna diversity. From the figure, we can
also see that as the power increases, the performance of two

Fig. 5 MSE comparison between the proposed scheme and that in [5].

schemes are very close. Moreover, for the proposed scheme
with kl = 15 and the scheme in [5] with Q = 15, the MSEs
are almost the same for over all P. In this simulation, we
see that as total power less than 20 dB and the number of
measurements less than 15, the proposed method has a no-
ticeable improvement compared with the method in [5].

5. Conclusion

We study distributed estimation of a random vector signal in
power-constrained MIMO sensor networks. We find an up-
per bound of the objective function and show that the min-
imum number of transmitters to reach the upper bound is
equal to the number of the source signals. By choosing spe-
cific singular vectors, we formulate the original problem as
a convex optimization problem. The solution then yields
closed form expressions for the coding matrices. The pro-
posed MIMO scheme can be viewed as an extension of the
SISO scheme proposed in [5]. From simulation results, we
see that the improvement in performance of the proposed
MIMO scheme over the SISO scheme in [5] is more signif-
icant when the transmitted power is not too high and the
number of measurements is not too large, while in other
cases, they have almost identical performance.
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[4] H. Şenol and C. Tepedelenlioğlu, “Performance of distributed esti-
mation over unknown parallel fading channels,” IEEE Trans. Signal
Process., vol.56, no.12, pp.6057–6068, Dec. 2008.

[5] W. Guo, J.-J. Xiao, and S. Cui, “An efficient water-filling solution
for linear coherent joint estimation,” IEEE Trans. Signal Process.,
vol.56, no.10, pp.5301–5305, Oct. 2008.

[6] C.H. Wu and C.A. Lin, “Linear coherent distributed estimation over
unknown channels,” Signal Process., vol.91, no.4, pp.1000–1011,
April 2011.

[7] E.G. Larsson and P. Stoica, Space-Time Block Coding for Wireless
Communication, Cambridge Univ. Press, Cambridge, U.K., 2003.

[8] Y. Zhu, E. Song, J. Zhou, and Z. You, “Optimal dimensionality
reduction of sensor data in multisensor estimation fusion,” IEEE
Trans. Signal Process., vol.53, no.5, pp.1631–1639, May 2005.

[9] I.D. Schizas, G.B. Giannakis, and Z.-Q. Luo, “Distributed esti-
mation using reduced-dimensionality sensor observations,” IEEE
Trans. Signal Process., vol.55, no.8, pp.4284–4299, Aug. 2007.

[10] J. Fang and H. Li, “Optimal/near-optimal dimensionality reduc-
tion for distributed estimation in homogeneous and certain inho-
mogeneous scenarios,” IEEE Trans. Signal Process., vol.58, no.8,



WU and LIN: DISTRIBUTED ESTIMATION FOR VECTOR SIGNAL IN LINEAR COHERENT SENSOR NETWORKS
465

pp.4339–4353, Aug. 2010.
[11] J.-J. Xiao, S. Cui, Z.-Q. Luo, and A.J. Goldsmith, “Linear coherent

decentralized estimation,” IEEE Trans. Signal Process., vol.56, no.2,
pp.757–770, Feb. 2008.

[12] S.M. Kay, Fundamentals of Statistical Signal Processing: Estimation
Theory, Prentice-Hall PTR, 1993.

[13] D.S. Bernstein, Matrix Mathematics: Theory, Facts, and Formu-
las with Allpication to Linear Systems Theory, Princeton University
Press, 2005.

[14] S. Boyd and L. Vanderberghe, Convex Optimization, Cambridge
Univ. Press, Cambridge, U.K., 2003.

Chien-Hsien Wu received the B.S. degree in
electrical engineering from the National Taiwan
Ocean University, Keelong, Taiwan, in 2001,
and the M.S. degree in electrical and control en-
gineering from the National Chiao Tung Univer-
sity, Hsinchu, Taiwan, in 2003. He is currently a
Ph.D. student with the Department of Electrical
and Control Engineering, National Chiao Tung
University. His current research interests are in
signal processing.

Ching-An Lin received the B.S. de-
gree from the National Chiao Tung University,
Hsinchu, Taiwan, in 1977, the M.S. degree from
the University of New Mexico, Albuquerque, in
1980, and the Ph.D. degree from the University
of California, Berkeley, in 1984, all in electri-
cal engineering. He was with the Chung Shan
Institute of Science and Technology from 1977
to 1979 and with Integrated Systems Inc. from
1984 to 1986. Since June, 1986, he has been
with the Department of Electrical and Control

Engineering, National Chiao Tung University, where he is a Professor. His
current research interests are in control and signal processing.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments true
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile (None)
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth 8
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /FlateEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth 8
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /FlateEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /FlateEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


