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Poly(thienylene vinylene) (PTV) is a low-bandgap polymer but shows poor performance in both light-

emitting and photovoltaic applications. Recently a derivative of PTV with carboxylate substitution,

poly(3-carboxylated thienylenevinylene) (P3CTV), has been synthesized and was shown to be

fluorescent. The photovoltaic power conversion efficiency based on P3CTV has been found to be much

larger than PTV, indicating an intrinsically concomitant relationship between light-emitting and

photovoltaic properties. Employing quantum chemistry calculations coupled with our correlation

function formalism for excited state decay and optical spectra, we have investigated a series of side-

chain substituted PTVs targeting optimal optoelectronic performance. We predict that the carbonyl

substituted PTV is a strongly fluorescent polymer with low bandgap, long exciton lifetime, and large

spectral overlap between emission and absorption. It is expected that carbonyl PTV is a promising

light-emitting and photovoltaic polymer. Methodology wise, we find that (i) our correlation function

approach to calculate the optical spectrum has much lower computational scaling with respect to the

system size than the conventional method; (ii) the harmonic oscillator approximation for the

nonadiabatic decay works better for a large system than for a small system.
1. Introduction

Since the discovery of conducting polymers in 1977,1 a large variety

of polymer optoelectronic devices have been demonstrated to

achieve unique properties: easy and low-cost processes, control-

lable conductivity, light-emission, good mechanical capability, etc.

Polymer solar cells (PSC)2–14 have been considered as promising

low-cost solar energy conversion materials, which have attracted

tremendous academic and industrial interest in recent years. The

most widely investigated polymers for PSC are polythiophene

(PT)15–19 and poly(1,4-phenylene vinylene) (PPV),2,20,21 and the
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newly developed low band-gap donor–acceptor copolymers.14,22,23

Poly (3-hexyl thiophene) (P3HT) is a landmark photovoltaic

polymer. With the advancements in fabrication processes, the

power conversion efficiencies (PCE) of P3HT:PCBM bulk heter-

ojunction solar cells can even reach 6%.19 However, the PCE is still

limited by the relatively large bandgap (�2.0 eV) of P3HT. Hence,

new low bandgap polymers have been developed over the years to

achieve better spectral matching with the solar spectrum.9–11,24–26

Copolymers based on benzo[1,2-b:3,4-b]dithiophene (BDT) with

lower bandgap (1.6–1.8 eV) have been shown to reach 7.7% PCE.27

Poly(2,5-thienylene vinylene) (PTV) and its derivatives possess

low bandgap, 1.55–1.8 eV, with large charge carrier mobility,28,29

which become interesting potential donor materials in

PSC.10,30–38 However, the PCE of the PSC is in general very low

(0.2%–0.9%), even though the absorption spectra of PTVs can

cover a wide range of solar emission.31 In order to understand

why PTV-based PSCs possesses such a low PCE, Heeger and

coworkers39 have investigated an oligo(butoxyl-thienylene

vinylene) (OOTV):PCBM composite by ultrafast spectroscopy.

They observed a very low quantum efficiency of photoinduced

electron transfer in OOTV:PCBM (less than 5%) and a very short

nonradiative decay time (0.6 ps). Actually, such a fast non-

radiative decay rate makes OOTV itself non-luminescent.

Then, Huo et al.38 have suggested a concomitant relationship

between photovoltaic properties and photoluminescent proper-

ties in PTVs. They synthesized a series of PTVs and found

that the PCE of PSC based on the non-luminescent
J. Mater. Chem., 2012, 22, 4491–4501 | 4491
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Fig. 1 OTV containing six thiophene rings.
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poly(3-hexyl-2,5-thienylene vinylene) (P3HTV) is as low as 0.2%,

while the PCE of the luminescent poly(3-carboxylated-2,5-thie-

nylene vinylene) (P3CTV) reaches 2%. In fact, the PTV deriva-

tives with poor PSC performance are mostly alkyl-substituted

PTVs30–32 which are as non-luminescent as the pristine PTV.40,41

All these experiments indicate that the luminescent property is

a significant factor influencing the photovoltaic performance. It

should also be noted that both PT and PPV are light-emitting. In

fact, Jeeva et al. have synthesized a series of emissive PTV

derivatives with alkylsulfanyl substituents which exhibit good

electrochemical stability in field-effect transistors (FET).42

Therefore, it is expected that improving the photoluminescence

properties of PTV can enhance photovoltaic performance in

PTV-based devices.

The major microscopic processes for PSC are: (i) exciton

formation in the conjugated donor upon photon absorption,

(ii) exciton diffusion (energy transfer) and decay, (iii) charge

dissociation, (iv) charge transfer, (v) charge recombination and

collection at electrodes. After exciton formation, both radia-

tive and nonradiative decays can cause energy dissipation.

Exciton diffusion is intrinsically determined by three processes:

energy transfer (ket), radiative decay (fluorescence, kr), and

nonradiative decay (knr). The exciton diffusion capacity can be

measured by the exciton diffusion length Lex ¼
ffiffiffiffiffiffiffiffiffiffi
ZDs

p
, where Z

is a constant relevant to spatial dimension of random walk and

s is the exciton lifetime s ¼ 1/(kr + knr). Under the hopping

model, the diffusion coefficient D can be approximated as D ¼
a2ket, where a is the intersite spacing. In the F€orster energy

transfer model, ket is determined by the overlap between the

emission and the absorption spectrum of the polymer, in

addition to the electronic coupling for the exciton. Longer

exciton diffusion length guarantees efficient charge dissocia-

tion. Thus, polymer emission and absorption spectra as well as

exciton decay rates are essential for determining the PSC

performance.

In this work, we investigate the chemical substitution effects

on excited state decay rates and the optical absorption and

emission spectra of PTV derivatives starting from the excited

state electronic structure and the excited state-vibration coupling

calculations. Krzeminski et al. have applied a semiempirical tight

binding approach and local density approximation methods to

calculate the electronic structures of the extended PTV oligo-

mers.43 Grozema et al. have calculated the electronic properties

of an excited state of PTV by density functional theory

methods.44,45 However, none of these previous studies deal with

the excited state decay or optical spectrum. We note that

experimentally synthesized luminescent P3CTV possesses an

electron-withdrawing carboxylate. We thus propose two PTV

derivatives with nitryl (NO2) and carbonyl (CHO) substituents

together with experimentally available pristine PTV, alkyl PTV,

carboxylated PTV and hydroxyl PTV for comparison.

In light of Kasha’s rule, the excited state ordering is impor-

tant for optical emission, which requires highly sophisticated

electron correlation treatment for the excited state calculation.

Thus we employed the multireference determinant single and

double interactions coupled with Zerner’s intermediate neglect

of diatomic overlap (MRCI/ZINDO) method developed by our

group. Peng et al. found that MRCI/ZINDO can give as

reasonable results for excited states as the ab initio CASPT2 for
4492 | J. Mater. Chem., 2012, 22, 4491–4501
organic molecules.46 The substitution effect is further investi-

gated by a simple rule proposed earlier by us based on molec-

ular orbitals.47 We find that the electron-withdrawing

substituents –COOH, NO2 and CHO– can dramatically change

the charge distribution at the highest occupied molecular orbital

(HOMO) and the lowest unoccupied molecular orbital

(LUMO), which stabilize the dipole-allowed 1Bu state, facili-

tating the light emission. For those with 1Bu as the lowest

excited state, the absorption and emission spectra as well as the

radiative and nonradiative decay rates from S1 to S0 are

calculated by the vibration correlation function formalism

developed earlier by us.48–51 In fact, Peng et al.46,52,53 and Deng

et al.54 have applied such a formalism on several molecules and

have rationalized its applicability. The theoretical spectra of

COOH-PTV are in good agreement with available experimental

data. The violation of mirror symmetry between emission and

absorption COOH-PTV is attributed to the distortion effect

between initial and final potential energy parabola. The spectra

of COOH, NO2, and CHO substituted PTVs present certain

overlap between absorption and emission, ensuring energy

transfer among the polymer matrix, among which the carbonyl

PTV is predicted to possess a low bandgap, long excited state

lifetime, and large spectral overlap of emission and absorption;

namely, a very promising light-emitting and photovoltaic

polymer.
2. Theoretical models and methodology

2.1. Computational model structure

Polymer structure is generally optimized by periodic boundary

conditions (PBC) within density functional theory (DFT)

methods.55–58 Li et al.,59–61 Collins et al.,62 and Ma et al.63 have

developed the fragmentation method for the calculation of

macromolecules to achieve low scaling computational efforts.

However, all these approaches are developed for the ground

state. The excited state of polymers is studied mostly based on

the extrapolation of oligomers.45,64–67 In fact, conjugated poly-

mers present disorder or impurities, which break the conjuga-

tion. These naturally could be described as the assembly of

weakly interacting conjugated segments with finite variable

lengths. Taliani et al. have compared the electronic properties

between a-sexithiophene (a-T6) and polythiophene (PT) and

concluded that a-T6 is a model for PT.68 Thus, in this work, we

took oligo(thienylene vinylene) (OTV) as a model of PTV.

Comparing the experimental spectra of different lengths of

OTVs (i.e. nTV, n ¼ 2, 3, 4, 6, 8, and 12)69 to that of PTV,32,38

and considering the computation expanses for larger molecules,

we chose OTV containing up to six unit cells as the model for

regioregular PTV, much as in PT derivatives, see Fig. 1. Side

chain substitutions include electron-withdrawing groups, NO2

and CHO, as well as another four previously synthesized PTVs.
This journal is ª The Royal Society of Chemistry 2012
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Since the influence of alkyl groups on the conjugated backbone

is very weak,70 the side chain hexyl is replaced by methyls, and

alkyls by hydrogen atoms.

2.2. Excited state structure

Kasha’s rule states that the molecular fluorescence is

determined by the lowest excited state symmetry. Namely, if the

latter is dipole forbidden, then there is no molecular fluores-

cence. For excited state calculations, TDDFT is so far the most

widely applied computational tool. But with the common

exchange-correlation functionals, it fails to describe the excited

state orderings; namely, the lowest excited state is always pre-

dicted to be an odd-parity state.71 Highly accurate wave-func-

tion-based methods, such as complete active space

self-consistent field (CASSCF) and/or its second order pertur-

bation (CASPT2), multireference configuration interaction

(MRCI) or the equation of motion coupled cluster theory

(EOM-CC) should be used. However, computational costs do

not allow this treatment for relatively large molecules such as

ours. In recent years, several different approaches have been

proposed to solve the multi-electron excitation problem within

TDDFT. Dressed-TDDFT72 and non-adiabatic TDDFT73 focus

on improvement of the behavior of the exchange-correlation

kernel in the part of the strong mixing between singly and

doubly excited states. Spin-flip TDDFT74,75 and MRCI/DFT76

methods introduce the doubly excited configurations. These

have largely improved the reliability of the excited state

ordering. Still, for our systems, the expensive computation

problem cannot be solved by using these improved TDDFT

methods either.

In fact, the semiempirical method is an alternate quantum

chemistry method, especially for large conjugated hydrocarbon

molecules, where parametrization has been shown to be reliable.

ZINDO is the most widely applied model for excited state

calculations for many conjugated polymers.77 For obtaining

correct excited state orderings and spectroscopic data, MRCI for

including multiconfiguration is necessary. MRCI/ZINDO has

been extensively improved by us,78,79 and applied for rylenes

recently by Peng et al.,46 which gave comparable results to

CASPT2.

2.3. Absorption and emission spectroscopy

Optical absorption or emission takes place between two elec-

tronic states coupled with potential energy surfaces with initial

state
��Jivi

�¼ ��FiQivi

�
and final state

��Jf nf

�¼ ��FfQf nf

�
, where

|Fii and |Ffi are the electronic states and
��Qivi

�
and

��Qf nf

�
are

the vibrational states. Under the harmonic approximation, the

molecular vibrational state is composed of N (3n�6 for

a nonlinear n atom molecule or 3n�5 for a linear one) inde-

pendent harmonic oscillator
��Qivi

� ¼ ��civi1civi2/civiN

�
and��Qf nf

� ¼ ��cf nf 1
cf nf 2

/cf nfN

�
, where vi and vf are vibrational

quantum numbers and jcivik
iand jc f nfl i are eigenstates of the

one-dimensional harmonic oscillator Hamiltonian:
Ĥik ¼ 1

2

�
P̂

2

ik þ u2
ikQ̂

2

ik

�
(1)
This journal is ª The Royal Society of Chemistry 2012
Ĥfl ¼ 1

2

�
P̂

2

fl þ u2
fl Q̂

2

fl

�
(2)

P and Q are the mass-weighted nuclear normal momentum

operator and normal coordinate operator, respectively:

P̂ik ¼ �ih-
v

vQik

(3)

P̂fl ¼ �ih-
v

vQfl

(4)

The normal coordinates of initial and final states can be

distinguished and related by the Duschinsky rotation matrix S

as:

Qik ¼
X3n�6

l

SklQfl þD k (5)

Here D is the (3n�6)-dimensional normal coordinate

displacement vector. S represents the mixing of normal

modes in the initial and final electronic states. This is the

simplest way to consider the difference in potential energy

surfaces of the initial and the final states. S matrix allows

different vibrational frequencies for the two potential energy

parabola, the most economic way to accommodate a compli-

cated but realistic situation. In fact, we have shown that such

consideration was essential to understand the exotic aggregation

induced emission phenomena in organic light emitting mate-

rials,50,53,54 as well as the spectrum broadening and symmetry

breaking.50,80

The absorption spectrum is defined as the absorption cross

section sabs(u, T) with dimensions of cm2, which means the rate

of photon energy absorption per molecule and per unit radiant

energy flux. The explicit expression for sabs(u, T) is given by the

following formula:

sabsðu;TÞ ¼ 4p2u

3c

X
vi ;vf

Pivi ðTÞ
���DQfvf

���mfi

���Qivi

E���2

�d
�
Eif þ Eivi � Efvf þ h-u

� (6)

The emission spectrum is defined as the differential sponta-

neous photon emission rate semi(u, T) without dimension, which

means the rate of spontaneous photon emission per molecule and

per unit frequency between u and u + du. semi(u, T) is given by

the following formula:

semiðu;TÞ ¼ 4u3

3c3

X
vi ;vf

Pivi ðTÞ
���DQfvf

���mfi

���Qivi

E���2

�d
�
Eif þ Eivi � Efvf � h-u

� (7)

Here c is the velocity of light in a vacuum, u represents the

vibration frequency, and Pivi ðTÞ is the Boltzmann distribution

function for the initial vibronic manifold at finite temperature.

Eif ¼ Ei � Ef represents the adiabatic transition energy;

Eivi ¼
P

k Eivik
and Efvf ¼

P
k E fvfk

are the total vibrational

energies in corresponding electronic states. mfi ¼ hFf |m|Fii is

the electric transition dipole moment between two electronic

states |Fii and |Ffi
J. Mater. Chem., 2012, 22, 4491–4501 | 4493
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mfi ¼ m0 þ
X
k

mkQk þ
X
k;l

mklQkQl þ. (8)

For the strongly dipole-allowed transitions of molecules, only

the zeroth-order term is taken into account, the Franck–Condon

(FC) approximation; while for the weakly dipole-allowed or

dipole-forbidden transitions, the first-order term should be

considered as well, the Herzberg–Teller (HT) effect. In this

paper, the FC approximation is adopted since the light-emitting

molecules are all strongly dipole-allowed transitions, even

though our formalism has included the HT term.50

Applying the FC approximation, eqn (6) and eqn (7) can be

rewritten as

sFC
absðu;TÞ ¼ 4p2u

3h-c
jm0j2

X
vi ;vf

Pivi ðTÞ
���DQfvf

���Qivi

E���2d�uivi ;fvf � u
�
(9)

sFC
emiðu;TÞ ¼ 4u3

3h-c3
jm0j2

X
vi ;vf

Pivi ðTÞ
���DQfvf

���Qivi

E���2d�uivi ; fvf � u
�
(10)

With Fourier transformation of the delta function,

dðuÞ ¼ 1

2p

ð
eiutdt, we can obtain analytical integral formalisms

for FC spectra.

aFC
absðuÞ ¼

2pu

3h-c
jm0j2

ð
eiute�iE fi t=h

�
Z�1

iv rFCabs;0ðt;TÞdt (11)

sFC
emiðuÞ ¼

2u3

3ph-c
jm0j2

ð
e�iuteiE fi t=h

�
Z�1

iv rFCemi;0ðt;TÞdt (12)

Here,

rFCabs;0ðt;TÞ ¼ Tr
h
e�isf Ĥf e�isi Ĥi

i
(13)

rFCemi;0ðt;TÞ ¼ Tr
h
e�isf Ĥf e�isi Ĥi

i
(14)

are the thermal vibration correlation functions, in which sf ¼ t/h- ,

si ¼ �ib � sf, and b ¼ 1/kBT. Ĥf(i) is the final (initial) state

Hamiltonian of multi-dimensional harmonic oscillators.

Applying the path integral formula of a harmonic oscillator, the

fully analytical formalisms of correlation functions can be ach-

ieved as

rFCðt;TÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
det
�
af ai

�
det½K�

s
exp

	
� i

h-



1

2
F TKF �D TED

��
(15)

where ai, af and E are N � N matrices, K is a 2N � 2N matrix, D

is the N � 1 column matrix, and F is the 2N � 1 column matrix.

More details of mathematical forms are listed in ref. 50.
2.4. Radiative and nonradiative decay processes

According to the Jablonski diagram, there are three main decay

pathways for S1: (i) the radiative decay from S1 to S0 with a rate

kr; (ii) the nonradiative internal conversion (IC) from S1 to S0
with a rate kIC; (iii) the intersystem crossing (ISC) process from

S1 to the first triplet excited state (T1) with a rate KISC.
4494 | J. Mater. Chem., 2012, 22, 4491–4501
The radiative decay rate can be simply expressed as the inte-

gration over the wavelength of the light emission spectrum:

krðTÞ ¼
ðN
0

aemiðu;TÞdu (16)

The IC rate can be evaluated through Fermi’s golden rule

presented as

kIC ¼ 2p

h-

���H 0
fi

���2d�E
fi
þ E

fvf
� E

ivi

�
(17)

Here the perturbation is the non-Born–Oppenheimer

coupling:

H
0
fi ¼ �h-2

X
l

*
FfQfvf

�����vFi

vQfl

vQivi

vQfl

+
(18)

Under Condon approximation, eqn (18) is evaluated as

H
0
fi ¼

X
l

D
Ff

���P̂fl

���Fi

ED
Qfvf

���P̂fl

���Qivi

E
(19)

Inserting eqn (19) into eqn (17), the IC rate becomes

kIC ¼
X
kl

kic;kl (20)

kic;kl ¼ 2p

h-
RklZ

�1
iv

X
vi ;vf

e�bEivi Pkld
�
Efi þ Efvf � Eivi

�
(21)

Here the electronic coupling term is given as

Rkl ¼
D
Ff

��P̂fkjFiihFijP̂fl

��Ff

E
(22)

and the vibrational coupling term as

Pkl ¼
D
Qfvf

��P̂kl jQivi ihQivi jP̂fl

��Qfvf

E
(23)

The delta function is again Fourier transformed as

kic;kl ¼ 1

h-2
Rkl

ðN
�N

dt
h
eiuif tZ�1

iv ric; klðt;TÞ
i

(24)

where ric,kl(s,T) is the IC correlation function,

ric; klðt;TÞ ¼ Tr
�
P̂fke

�isf Ĥf P̂fke
�isi Ĥi

�
(25)

The analytical expression of the IC correlation function is

ric;klðt;TÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
det½af ai�
det½K�

s n
ih-
�
Tr

GIC

kl K
�1
��

þK�1FT ÞGIC
kl ðK�1 F

�

�H IC
kl ÞTK�1 F

��
$exp

	
� i

h-



1

2
FTK�1 F �DTED

��
(26)

Similar to the thermal vibration correlation function eqn (15),

in IC correlation function eqn (26), ai, af and E are still N � N

matrices, K is a 2N � 2N matrix, D is the N � 1 column matrix,

while H and F are the 2N � 1 column matrices. More

details of the IC correlation function are also given in ref. 48–51.
This journal is ª The Royal Society of Chemistry 2012
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Table 1 Vertical excitation energies (Ever) of the three low-lying excited
states at the ground state geometry for PTV derivatives and their cor-
responding oscillator strengths (f)

R

MRCI/ZINDO TDDFT/B3LYP

Evert (eV) f Evert (eV) f

H Ag: 2.50 0.0000 Bu: 1.94 3.9113
Bu: 2.76 3.1055 Ag: 2.28 0.0000
Ag: 3.18 0.0000 Ag: 2.66 0.0000

CH3 Ag: 2.51 0.0000 Bu: 1.93 3.9387
Bu: 2.73 2.9759 Ag: 2.28 0.0000
Ag: 3.12 0.0000 Ag: 2.64 0.0000

OH Ag: 2.38 0.0000 Bu: 1.75 3.5981
Bu: 2.41 2.2482 Ag: 2.03 0.0000
Ag: 2.89 0.0000 Ag: 2.55 0.0000

COOH Bu: 2.41 3.3457 Bu: 2.03 3.3678
Ag: 2.58 0.0000 Ag: 2.32 0.0000
Ag: 2.83 0.0000 Ag: 2.58 0.0000

NO2 Bu: 2.45 3.0844 Bu: 2.03 2.9424
Ag: 2.55 0.0000 Ag: 2.24 0.0000
Ag: 2.84 0.0000 Ag: 2.51 0.0000

CHO Bu: 2.38 3.2248 Bu: 1.96 3.1874
Ag: 2.51 0.0000 Ag: 2.21 0.0000
Ag: 2.77 0.0000 Ag: 2.49 0.0000
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For the electronic coupling part of the IC rate,48,50we apply the

first-order perturbation theory following Lin:81

D
Ff

�� v

vQfl

jFi

E
¼
D
F0

f

���vV=vQfl

��F0
i

E
E0

i � E0
f

(27)

D
F0

f

���vV=vQfl

��F0
i

E
¼ �

X
s

Zse
2ffiffiffiffiffiffiffi

Ms

p
X

s¼x; y; z

Ej)i; ssLss (28)

The transition electric field Ej)i;ss ¼
ð
drrjiðrÞ

eðrs � RssÞ
jr� Rsj3

can

be computed directly from quantum chemistry methods.

What has to be emphasized here is that such formalism can be

only applied at potential energy surfaces well away from the

conical intersection points. When the conical intersection is

significant, the nonadiabatic transition will become very fast with

a decay rate greater than 1012–1013 s�1. Considering that the ISC

rate is normally less than 105 s�1, especially in conjugated

systems, which is somewhat slower than the IC rate, only the IC

rate is considered in our computation. The typical radiative

decay rate is around 107–108 s�1, much slower than nonadiabatic

decay at a conical intersection.
2.5. Computational details

Geometry optimization and frequency calculations were carried

out in the TURBOMOLE 6.0 program package.82,83 The geom-

etry of S0 was optimized with DFT, while the geometry of S1 was

optimized with TDDFT. The B3LYP functional84,85 and

def2-SV(P) basis set were used in geometry optimization.86,87 The

vertical excitation energies for the three lowest-lying excited

states at the optimized S0 geometries for all OTV derivatives were

calculated by MRCI/ZINDO with our own programs as well as

TDDFT/B3LYP/6-31G* in the GAUSSIAN 03 program

package.88 The transition electric field for the electronic coupling

term was calculated with TDDFT in GAUSSIAN 03 program

package.
3. Results and discussion

3.1 Electronic structures and vertical excitation energies

The regioregular PTVs in the solid state possess a planar

conformation, leading to highly conjugated backbones. There-

fore, the model systems are kept planar withC2h symmetry in this

work. Based on the S0 geometries optimized by B3LYP/def2-

SV(P), the vertical excitation energies of the three low-lying

excited states for the six PTV derivatives (Fig. 1) are calculated

with TDDFT/B3LYP and MRCI/ZINDO methods, and the

results are presented in Table 1. In the MRCI/ZINDO calcula-

tions, the active space contains all the occupied and unoccupied

molecular orbitals (MOs) which contribute most to the excited

states, and at most 12 occupied and 12 unoccupied MOs are

included (Table 2). We choose six significant reference configu-

rations, the Hartree–Fock determinant, three single-excitation

configurations (HOMO/ LUMO, HOMO� 1/ LUMO, and

HOMO / LUMO + 1), and two double-excitation configura-

tions (HOMO, HOMO / LUMO, LUMO and HOMO � 1,

HOMO / LUMO, LUMO + 1).
This journal is ª The Royal Society of Chemistry 2012
According to Kasha’s rule, the MRCI/ZINDO results indicate

that non-substituted PTV is nonluminescent, and the alkyl or

hydroxyl substituted PTVs cannot change the excited state

ordering. On the contrary, with electron-withdrawing COOH,

NO2, or CHO groups, PTVs are promising fluorescent materials.

These results first justify the existing experimental evidence that

COOH substituted PTV is luminescent, indicating the reliability of

theMRCI/ZINDOmethod. Hence it is expected that NO2 or CHO

side groups can also make PTV become luminescent polymers.

Nevertheless, from TDDFT/B3LYP calculations, the 1Bu state is

always below the 2Ag state for all the compounds, indicating the

most commonly applied B3LYP functional is qualitatively wrong

for excited state ordering, because the 2Ag state mostly consists of

double-excitations (HOMO, HOMO / LUMO, LUMO) added

with two single excitations (HOMO � 1 / LUMO and HOMO

/ LUMO + 1). For the B3LYP functional, there are only single

excited states included in the linear response formalism89 and the

errors in the excitation energies for these states can be as large as

a few eV. However, when 1Bu state is indeed the lowest excited

state, B3LYP is reliable for the electronic structure.

From the atomic orbital composition of the HOMOand LUMO

in Fig. 2, we can find that the electronic structures of CH3-PTV and

OH-PTV are similar to non-substituted PTV, in that nearly all the

electronic density distributes along the main chain backbone, while

the electronic density extends partly to the side groups in COOH-

PTV, NO2-PTV, and CHO-PTV. Therefore, the fluorescence is

related to the electronic structure of the orbitals.

For analysis of the substituent effects on the excited state

ordering of PTV from molecular orbitals, we look at a quantity

rH/L put forward by Chen et al.47

rH
L

¼
P

m˛sub

��CHm

��2P
m˛sub

��CLm

��2

CH/L is the molecular orbital coefficient of the HOMO/LUMO

at atomic orbital m, and the summations only cover the orbitals
J. Mater. Chem., 2012, 22, 4491–4501 | 4495
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Table 2 The occupied and unoccupied molecular orbitals (MOs) included in the active space for the MRCI/ZINDO calculations in different PTVs. H
represents HOMO, while L represents LUMO

R

Active space

Occupied Unoccupied

H H�14 – H�10, H�6 –H (12) L – L + 11 (12)
CH3 H�14 – H�10, H�6 – H (12) L – L + 10, L + 12 (12)
OH H�13 – H�10, H�8, H�6 – H (12) L – L + 9, L + 12, L + 14 (12)
COOH H�11, H�8, H�6 – H (9) L – L + 3, L + 6, L + 11 – L + 14 (9)
NO2 H�14, H�9 – H (11) L – L + 3, L + 6, L + 9 – L + 14 (11)
CHO H�17 – H�16, H�6 – H (9) L – L + 3, L + 6, L + 11 – L + 14 (9)

Fig. 2 The atomic orbital composition of selected molecular orbitals in

PTV derivatives.

Table 3 Calculated rH/L from the optimized geometry for different
substituted OTVs, in comparison with the MRCI/ZINDO results and
experimental luminescent properties: strong luminescent molecules
possess a rH/L value well deviated from 1

R H CH3 OH COOH NO2 CHO

rH/L 1.29 1.20 0.91 1.51 1.40 1.85
S1 from MRCI/ZINDO 2Ag 2Ag 2Ag 1Bu 1Bu 1Bu

Luminescence from exp. noa nob noc yesb NAd NAd

a From ref. 41. b From ref. 38. c From ref. 39. d Not Available.

Pu
bl

is
he

d 
on

 1
2 

Ja
nu

ar
y 

20
12

. D
ow

nl
oa

de
d 

by
 N

at
io

na
l C

hi
ao

 T
un

g 
U

ni
ve

rs
ity

 o
n 

28
/0

4/
20

14
 2

3:
25

:4
2.

 
View Article Online
of the carbon atoms in the backbone linking the side groups.

Therefore, rH/L represents the difference in charge distribution

between the HOMO and LUMO induced by substituent groups.

Since 1Bu mainly consists of the single excitation fromHOMO to

LUMO, the charge transfer occurring from HOMO to LUMO is

significant for stabilizing the 1Bu state. For conjugated mole-

cules, if the overall electron density for HOMO and LUMO are

similar, then rH/L should be close to 1. This means that the

substituents have little effect on the charge redistribution when

an electron is excited from HOMO to LUMO. Otherwise, if rH/L

deviates remarkably from 1, charge transfer from the substituent

group to the main chain will obviously occur during the electron
4496 | J. Mater. Chem., 2012, 22, 4491–4501
transition from HOMO to LUMO, so that the 1Bu can be

stabilized to become the lowest-lying excited state.

The calculated ratios rH/L for sixmolecules are listed in Table 3.

It is noted that (i) for the non-substituted PTV, CH3-PTV and

OH-PTV, their rH/L values are all close to 1, which indicates that

substitutions are not able to alter the excited state ordering,

namely, these materials are non-luminescent, in good agreement

with available experiments; (ii) Though the OH substituent is

a good electron-donating group, and it indeed induces the charge

redistribution, the electron density for HOMO and LUMO are

too similar, thus it could not improve the luminescent property

appreciably; (iii) COOH,NO2 and CHO substituents are strongly

electron-withdrawing groups, and they all caused remarkable

charge redistribution, especially in LUMO (seemolecular orbitals

plotted in Fig. 2). So their rH/L values deviate appreciably from 1

and fluorescence is predicted; (iv) The CHO group causes much

more charge redistribution onPTV thanNO2 andCOOH, though

NO2 is the strongest electron-withdrawing group among them.

The results of rH/L show excellent correlation between the

sophisticated electron correlationMRCI/ZINDOcalculation and

the simple molecular orbital calculation based on a simple rule.

Therefore, it is expected that the photoluminescent properties of

PTVcanbe improvedbyattachingNO2orCHOsubstituents, as is

the case for the COOH substituent.
3.2. Optical spectra

Now we look at the spectral properties of the emissive polymers.

TDDFT/B3LYP is employed to obtain the vibrational mode for

the excited state and the ground state as well as the vibronic

coupling. Keeping PTVs in C2h symmetry, there is no vibrational

mode with imaginary frequency for the optimized ground state

structure for all three PTVs. However, there is a very small

imaginary frequency existing in the optimized excited state

structure for COOH-PTV and NO2-PTV, regardless of keeping
This journal is ª The Royal Society of Chemistry 2012
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Fig. 4 The spectra of COOH-PTV with DRE compared to the spectra

without DRE but with different normal mode frequency at 300 K.
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C2h symmetry or C1 symmetry. Such a mode corresponds to the

slight out-of plane motion with vanishing Huang–Rhys factor

(vibronic coupling strength). Therefore, we simply replace this

vibration mode in the excited state by the corresponding one in

the ground state; namely, ignoring the distortion effect for this

mode. Although there is no such mode for CHO-PTV, for the

sake of consistency, we do the same operation for CHO-PTV so

that we can compare the results. We first compute the optical

spectra and decay rates of CHO-PTV with the full original modes

and then replace one mode. These gave almost identical results,

justifying our approach for avoiding such an imaginary

frequency mode, see part 4, ESI.†

We first present the absorption and emission spectra for the

experimentally available COOH-PTV at 300 K including

Duschinsky effect in order to rationalize our methodology. The

theoretical spectra compared with the experimental results38 are

presented in Fig. 3. Note that the broadening in the spectrum

naturally originates from the coupling between the electronic

excited state and all the vibration modes, without any extra

broadening.

The distribution of vibration modes is closely dependent on

temperature due to the Boltzmann distribution. We find the line

shapes in theoretical spectra are in good agreement with the

experimental results. The agreement with experiments validates

the vibration correlation function theory and the electronic

structure method adopted in this work.

Under the displaced harmonic oscillator model, there should

exist mirror symmetry between the absorption and emission

spectra, which is absent both in experiment and in theory.

However, the optical spectra of COOH-PTV (Fig. 3) are not

mirror symmetric in both theoretical calculation and in experi-

mental measurement.

To understand the origin of such asymmetry, we calculate the

spectra without considering the mode mixing effect, while

keeping the difference in normal mode frequency between the

excited state and the ground state as obtained from TDDFT

(Fig. 4). We find that the structures of the spectra are nearly the

same as the spectra with Duschinsky rotation effect (DRE) and

the asymmetry still exists. This means the mixing of normal

modes in the initial and final electronic states is not the cause of

asymmetry. Therefore, the asymmetry of spectra can be ascribed
Fig. 3 Comparison of optical absorption and emission spectra between

theory (T ¼ 300 K) and experiment (in dilute CHCl3 solution) for

COOH-PTV.

This journal is ª The Royal Society of Chemistry 2012
to the distortion effect. The phenomena also exist in other similar

systems, such as PT66 and PPV.67 For these flexible materials,

Gierschner et al. ascribe the asymmetry of spectra to the enlarged

torsional mobility of molecules in S0 as compared to S1. In the S1
state, the C–C single bonds are shortened, so that the frequency

of the torsional mode is increasing. Considering the low

frequency of the torsional mode contributes most during the

transition process, the difference of torsional mode frequency

between S0 and S1 (i.e. distortion effect) causes the mirror

symmetry of the spectra to break with increasing temperature.

Similarly, we calculate the optical spectra of NO2-PTV and

CHO-PTV, shown in Fig. 5. The absorptions peak at 518, 522,

578 nm for COOH-PTV, NO2-PTV, and CHO-PTV respectively,

while for emission, the peak positions are at 648, 663, and 678 nm

correspondingly. The bandgap of CHO-PTV is indeed much

lower than other compounds.

The theoretical spectra illustrate that CHO-PTV possesses

a large overlap between absorption and emission spectra, helpful

for faster energy transfer. Thus, theoretically we find that for

CHO-PTV, the bandgap is small, the fluorescence quantum yield

is large, the exciton lifetime is long, and the spectral overlap is

large. All these indicate that CHO-PTV is an excellent light-

emitting and photovoltaic polymer, calling for further experi-

mental verification.

It is appropriate to discuss the advantage of our method in

terms of the computational costs. Our method is based on
Fig. 5 Theoretical absorption and emission spectra for COOH-PTV,

NO2-PTV, and CHO-PTV.

J. Mater. Chem., 2012, 22, 4491–4501 | 4497
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Fourier transformation of the correlation function while the

traditional approach was based on summation over vibrational

states.67,90 In sections 2.3 and 2.4, we see that all the normal

modes with all the vibrational quantum numbers (from 0 to N)

are automatically included in our formalism, in addition to

considerations of the temperature effect and DRE. The exact

computing time with respect to the number of normal modes for

the series of COOH-nTV oligomer (n ¼ 2–6) are presented in

Fig. 6. All the computations are executed on one CPU (Intel

Xeon 5420 CPU with 2.5 GHz). It is easy to find that, as the

number of normal modes (N) increases, the time of computation

increases approximately as N3, related directly to the matrix

manipulations. In contrast, for the traditional sum-over-states

approach to emission spectrum, it is an impossible task to include

all the modes with all vibrational quanta, see Appendix A for the

0 K case, and the computational costs scale as (a + 1)N, where a is

a cutoff of vibrational quanta. For instance, for calculations on

COOH-6TV with 240 normal modes, suppose we keep only two

quanta (a ¼ 2), i.e. v ¼ 0, 1, 2, and we can only keep a few

‘‘important’’ normal modes with appreciable Huang–Rhys

factors. The computing wallclock times with respect to the

number of selected modes is displayed in the inset of Fig. 6, which

grows exponentially with the number of normal modes N. When

N becomes greater than 24, the calculation would become too

expensive even with 8 CPUs. Furthermore, such calculation does

not allow consideration of the temperature effect, and in prac-

tice, the broadening of spectra has only been accomplished by

hand with Gaussian or Lorentzian type functions.

3.3. Radiative and nonradiative decay rates

The formalisms for the radiative and nonradiative rate were

given in section 2.3 and 2.4. We calculate the radiative rates kr
and the internal conversion rates kIC for COOH, NO2 and CHO

substituted PTVs which are found to be light-emitting from

MRCI/ZINDO, to study their exciton lifetime. As mentioned in

section 2.4, only internal conversion is included in nonradiative

decay in our work. The radiative rates kr, internal conversion

rates kIC, and the exciton lifetime s ¼ 1(kr + kIC) are listed in

Table 4. It is seen that all of the three compounds possess efficient

fluorescence as well as long exciton lifetime to facilitate charge

dissociation.
Fig. 6 The computing wall time of emission rate with respect to the

number of normal modes (N) for COOH-nTV (n ¼ 2–6) by our method.

The traditional method keeping only 2 quanta is shown in the inset.

4498 | J. Mater. Chem., 2012, 22, 4491–4501
It should be noted that in our nonradiative decay rate calcu-

lation, harmonic potential energy surface approximation is

adopted, which could be a severe approximation, especially for

small molecules with too few degrees of freedom and a large

transition band gap. For radiative decay process, the transition

energy is mostly mediated by the photon energy, leaving the

vibrational quanta very small. In nonradiative decay, the elec-

tronic energy of the excited state is transformed through vibra-

tional relaxation into the final state. If the number of modes is

too few and/or the transition energy is too large, the number of

vibrational quanta for each mode is required to be big in order to

accept the electronic energy. As a result, the anharmonicity could

be important in the nonradiative decay process. However, if the

number of normal modes is large enough, for instance in

a conjugated polymer, many vibrational modes participate to

share the electronic transition energy. Thus for any one of the

modes, only a small number of vibrational quanta is required.

So, for each mode, the displacement from the equilibrium is

small and the harmonic model is expected to be a reasonable

approximation. Hence, we expect that the harmonic model is

more applicable for polymers than for molecules. To verify such

a claim, we perform the following analysis on the vibrational

configuration of the final state of nonradiative decay for oligo-

mers of COOH-PTV with increasing size.

We consider the nonradiative decay process at 0 K with the

promoting mode approximation. The mode with the largest

electronic coupling term is regarded as the promotingmode, since

it contributes themost to the IC rate. For the series ofCOOH-nTV

oligomers (n ¼ 2–6), we calculate the vibrational configurations

when the IC rates of their promotingmodes reaches themaximum

values. The results are presented in Fig. 7. The analytical

expression to obtain the vibrational configuration is given in

Appendix B. It is clearly seen that, as the size of the system

increases from 2 to 6, the vibrational quantum number respon-

sible for nonradiative decay decreases steadily. At the same time,

the adiabatic transition energy decreases due to the extension of

conjugation. Namely, the harmonic oscillator model becomes

more justified for conjugated polymers than for small molecules.

4. Conclusion

To conclude, we have applied a combined quantum chemistry

approach to propose a theoretical design strategy to improve the

optoelectronic properties of PTV. ZINDO coupled with MRCI

calculations showed that COOH group substitution in PTV can

lead to inversion of the excited state ordering, allowing light-

emission, but CH3 and OH groups cannot, in agreement with the

existing experimental evidence. We further predict that the

electron-withdrawing groups NO2 and CHO can render PTV

light-emitting, much the same as the COOH group. These results

are further confirmed by molecular orbital calculations based on
Table 4 Radiative, nonradiative decay rates and exciton lifetime for the
emissive substituted PTVs

R COOH NO2 CHO

kr/s
�1 5.25 � 108 3.94 � 108 4.50 � 108

kIC/s
�1 1.19 � 106 2.24 � 108 2.51 � 106

s/ns 1.90 1.62 2.21

This journal is ª The Royal Society of Chemistry 2012
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Fig. 7 The vibrational configurations of final states corresponding to the

maximum IC rates under the promoting mode approximation for

COOH-nTV (n ¼ 2–6).
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a simple rule for substitution effect on the excited state ordering,

namely, their rH/L values deviate from 1 remarkably, which cause

charge redistribution amongst the HOMO and LUMO and

stabilize the light-emitting state 1Bu to be the lowest.

Starting from the lowest excited state and the ground state

potential energy parabola, optical absorption and emission

spectra are computed for COOH-, NO2- and CHO-PTV through

our correlation function formalism. The broken mirror

symmetry for COOH-PTV found both in experiment and

computation is attributed to a distortion effect; namely, the

vibrational mode frequencies, in particular the low frequency

parts, are different for the ground state and the excited state. The

theoretical spectra of COOH-PTV are consistent with the

experimental measurements. The radiative and nonradiative

decay rates of the excited state for COOH-, CHO- and

NO2-PTVs are computed by the same correlation function

formalism. We find that CHO-PTV possesses not only a long

excited state lifetime (2.21 ns), but also a large overlap between

absorption and emission spectra. These facts indicate that

CHO-PTV is not only a good light-emitting polymer, but also

a good photovoltaic donor material possessing long intrinsic

exciton diffusion length. Although NO2 is a stronger electron-

withdrawing group than COOH or CHO, the calculations show

that the spectral overlap between absorption and emission in

NO2-PTV is relatively small. Therefore, even though the excited

state ordering of NO2-PTV meets the basic requirement for

molecular design, both the light emitting and photovoltaic

performances are predicted to be poorer than COOH-PTV, while

CHO-PTV is predicted to present better light emitting and
This journal is ª The Royal Society of Chemistry 2012
photovoltaic performances than COOH-PTV. It is highly

expected to be experimentally confirmed in the near future.

The computational costs of our correlation function

formalism scale much lower with the system size than the tradi-

tional sum-over-state method. The former can further auto-

matically take the temperature effect on the line-width

broadening into account. Finally, for justifying the harmonic

oscillator model for the non-radiative decay process, we analyse

the number of vibrational quanta of the accepting mode. It is

found that as the oligomer length increases, the number of

quanta decreases. Namely the anharmonicity becomes less

important for conjugated polymers than for small molecules,

which rationalizes the applicability of our method for electronic

polymers.

Appendix A: Conventional formalisms of radiative
decay rate calculation based on sum-over-states
method

At 0 K, the radiative rate can be expressed as

krði0/f Þ ¼ 4

3h-c3
jm0j2

X
vf

u3
i0/fvf

���DQfvf

���Qi0

E���2 (A1)

Under the harmonic oscillator model���Qf nf

E
¼
���cf nf 1

cf nf 2
.cf nfN

E
, eqn (A1) can be expressed as

krði0/f Þ ¼ 4

3h-c3
jm0j2

X
vf

u3
i0/fvf

Y
k

���cfvk

��ci0

���2 (A2)

Here, the Franck–Condon (FC) factor can be expressed as

���cfvk

��ci0

���2¼ S
vk
k

vk!
e�Sk (A3)

Y
k

���cfvk

��ci0

���2¼ e�S
Y
k

0 S
vk
k

vk!
(A4)

Sk, the Huang–Rhys factor of the kth mode is defined as

Sk ¼ uk

2h-
D2

k (A5)

Appendix B: The analytical expression of the
vibrational configuration of the final state
corresponding to the maximum IC rate under
promoting mode approximation at 0 K

Neglecting temperature effect, the IC rate also can be rewritten as

kIC ¼ 2p

h-
X
v

�����
*
Qfv

�����
*
Ff

�����
 X

k

P̂k

!�����Fi

+�����
 X

l

P̂l

!
Qi0

+�����
2

d

Ei0 � Efv

� ¼X
k; l

"
2p

h-
X
v

���Qfv

���Ff

��P̂k

��Fi

���P̂lQi0

���2

d

Ei0 � Efv

�#
(B1)
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kic; kl ¼ 2p

h-
X
v

���DQfv

���DFf

���P̂k

���Fi

E���P̂̂lQi0

E���2dEi0 � Efv

�
(B2)

With promoting mode approximation,

kic;l ¼ 2p

h-
X
v

���DQfv

���DFf

���P̂l

���Fi

E���P̂lQi0

E���2dEi0 � Efv

�

¼ 2p

h-
Rll

X
v

���Qfv

��P̂lQi0

���2dEi0 � Efv

�
(B3)

Here l is the promoting mode which possesses the biggest

electronic coupling term.

P̂l ¼ i

ffiffiffiffiffiffiffi
h-ul

2

r �
â
†
l � âl

�
(B4)

where â
†
l and âl are creation or annihilation operators respec-

tively. Since the temperature is 0 K, then the contribution of

annihilation âl is 0. Then

kic;l ¼ pRllul

���Dcf1l

���â†l ci0l

E���2 X
v

0

Y

j

0
���Dcfvj

���ci0j

E���2�dEi0 � Efv

�

¼ pRllul

X
v

0

Y

j

0
���Dcfvj

���ci0j

E���2�d
Eif � h-ul

��X
j

0
vjh
-
uj

�

(B5)

Here v is a set of vibrational configuration {n1,n2,/nl�1,nl+1,/
nN}. The d function is the constraint condition for energy

conversation. The promoting mode can only accept one phonon

energy -ul, while the rest of the excited state energy transfers to

accepting modes with non-zero reorganization energy.

Supposing the vibrational configuration v is a set of contin-

uous variables, define

IlðvÞhIlðv1; v2;/Þh
Y
j

0
���Dcfvj

���ci0j

E���2¼Y
j

0 S
vj
j

vj !
e�Sj (B6)

Under the constraint condition, kic,l will reach its maximum

when
v

vvj
IlðvÞ ¼ 0. Namely,

v

vvj
ln½IlðvÞ� ¼ 0 (B7)

To solve the equation, we introduce the Lagrange multiplier l,

and define the Lagrange function,

Flðv; lÞ ¼ ln½IlðvÞ� þ lðEif � h-ul �
X
j

0
vjh
-ujÞ (B8)

And

vFlðv; lÞ
vvj

¼ 0 (B9)

Using Stirling’s formula:

ln IlðvÞ ¼
P
j

ðvj lnSj � Sj � vj ln vj þ vjÞ, it can be expressed as

vFlðvÞ
vvj

¼ lnSj � lnvj � lh-uj ¼ 0 (B10)

Thus, the vibrational quantum number of each accepting

mode relevant for the maximum IC rate can be obtained by
4500 | J. Mater. Chem., 2012, 22, 4491–4501
vj ¼ Sje
�lh�uj (B11)

The total accepted energy is

h-ðufi � ulÞ ¼
X
j

0 vjh
-uj ¼

X
j

0 h-ujSje
�lh�uj (B12)

So l can be solved by

ufi � ul ¼
X
j

0 ujSje
�lh�uj (B13)

Then, the vibrational configuration v relevant to the maximum

IC rate under the promoting mode in eqn (B11) can be evaluated.
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