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Dr. Jia-Bin Huang (UMD) delivered a speech:

Professor Jia-Bin Huang earned a bachelor’s degree
in electronics engineering from National Chiao Tung
University in Taiwan, as well as a Master's degree and
a PhD degree in electrical and computer engineering at
the University of lllinois at Urbana-Champaign. Dr. Huang
is an assistant professor at the University of Maryland
at College Park and a Research Scientist at Facebook
Reality Labs (FRL).

Dr. Huang’s research interests cover the areas of
computer vision, computer graphics, and machine
learning. He has published more than 100 research
papers these years, which include top-tier conference
papers, and has exceeded 10,000 citations. In addition,
he has been recognized with numerous awards while

being active in academic society.

Dr. Huang was invited by the Pervasive Artificial
Intelligence Research Center at NYCU to give an online
speech on the topic of "Learning to see the 3D world"
on October 14, 2021. Although existing computer vision
technology nowadays is able to process 2D images
intelligently, it cannot meet the practical requirement of
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daily life. Living in a 3D world, we constantly encounter
3D dynamic scenes; However, the construction of 3D
scenes is still full of challenges for today's technology.
In this speech, Professor Huang shared his research
achievements in this regard.

During the speech, Professor Huang illustrated their
approach to change the clothes and poses of the
portraits in pictures. The real difficulty lies in retrieving the
corresponding 3D models from 2D images. A 2D image
only comprises the information of objects with certain
angles and specific poses; therefore, the core technology
is to reconstruct a 3D scene from 2D images. Although
many related researches have obtained good results,
the reconstructed images may lose some details of the
original images and leave obvious reconstruction artifacts.
In Professor Huang'’s research, they constructed images
from different angles through the pose-conditioned
StyleGAN network that also integrates the surface-based
method to preserve image details so that the images
generated by their method would be more realistic and
applicable to the real scenarios than other research.
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