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Research Engineer from Google Brain Kuang-
Huei Lee Delivered a Speech:

Kuang-Huei Lee is a research engineer at Google
Brain. His research focuses on reinforcement learning,
information theory, and representation learning
for perception and decision making. He has been
involved in various robot learning projects at Google.
From 2016 to 2019, he was a research engineer at
Microsoft where he works on computer vision related
products. He received his Masters degree in computer
science from Carnegie Mellon University and his
Bachelor's degree from National Taiwan University.

In almost all machine learning application domains,
using capable models and expressive learning
objectives to absorb large amounts of diverse data has
now become a common narrative of generalization
success. In this talk, Kuang-Huei will explore the data
and objective aspects of this narrative for vision and
reinforcement learning. He will discuss several ideas
for self-supervised representation learning, improving
uses of agent experience and simulator, the sim-to-
real problem, as well as future challenges. The goal
of the presentation is to motivate scientists to make
the next major breakthrough by rethinking the data
and objectives that they used for learning vision and
reinforcement learning models.

His talk mainly focused on three topics: self-
supervised visual representation learning, how to
build better reinforcement learning with predictive
representation, and how to collect and use agent
experience efficiently.

Discussing self-supervised representation
learning, Mr.Lee said that Learning effective visual
representations that generalizes well without human
supervision is a fundamental problem to apply
machine learning to a wide variety of tasks.

The current self-supervised learning approach
attempts to find a representation that maximizes the
mutual information between features extracted from
multiple images.The mutual information comprising a
general shared context is assumed to be effective for
various downstream tasks. By reformulating SImCLR,
the state-of-the-art contrastive representation method,
and adding a new objective function (Conditional
Entropy Bottleneck-CEB), the proposed model yields
significant improvements in accuracy and robustness

to domain shifts across a number of scenarios.

Reinforcement learning is similar to self-supervised
learning. Predictive Information, the mutual information
between the past and the future, measures how
much our observations of the past can tell us about
the future. Lee’s work hypothesized that capturing
the predictive information is useful in reinforcement
learning since the ability to model what will happen
next is necessary for success on many tasks.
Moreover, he showed that compressed representation
outperformed uncompressed representation in
generalizing to unseen tasks.

Mr.Lee pointed out that reinforcement learning still has
a long way to go with real-world problems such as
transferring tasks and multi-task.Computer vision (CV),
natural language processing (NLP), and reinforcement
learning (RL) have been used for solving specific
problems. For example, in 2016, AlphaGo, a computer
program with the use of a reinforcement learning
algorithm, defeated Lee Sedol, the best Go player in
the world. For the transferring task and multi-task in
the real world,CV and NLP have developed algorithms
for large-scale dataset, such as supervised/self-
supervised learning in CV, and GTP, BERT models
in NLP. Compared with the above mentioned, RL
methods have not yet found an effective model to
solve them.

At the end of the talk, Mr. Lee raised three research
questions, which may lead to the next major
breakthrough in reinforcement learning. First, how
to collect large and diverse offline data for offline
reinforcement learning. Second, how to expand the
scale and and improve efficiency of collecting multi-
task and unsupervised dataset. And third, how to
develop a novel reinforcement learning algorithm in
which data can be used more efficiently.

After the talk, Mr. Lee had a deep discussion with
DeepRacer and the Robotic group from CGI Lab and
gave some comments on the problems that we are
dealing with. We are very grateful for such a great
opportunity to meet a research engineer from Google
Brain, and we appreciate him taking the time to share
his valuable research experiences with us.



