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Future Technology:

Since AlphaGo, the artificial intelligence Go software
with incredible learning ability and impressive chess
skills, defeated South Korean Go master Lee Sedol in
2016, artificial intelligence has become a top trending
topic on the Internet and a well-known new trend
transforming technology industry. Moreover, AlphaGo
symbolizes the trend that the applications of Deep
Reinforcement Learning will completely revolutionize
the established patterns in human society in terms of
*food, clothing, housing, transportation, education and
entertainment” in the future. Dr. I-Chen Wu, professor
of College of Computer Science at NYCU, and his team
received the 2021 Future Technology Award for “Deep
Reinforcement Learning for Autonomous Miniature
Car Racing'', which illustrates the breakthrough and
achievement of deep reinforcement learning.

Deep reinforcement learning is the core technology
of the award-winning exhibit. In recent years, it has
been widely used not only in chess-like games and
video games, but also in control tasks such as object
grasping and quadrotor flying. Professor [-Chen Wu
and his team hope to extend their great success and
experience from chess-like games and video games
to autonomous miniature car racing. Because of the
difficulty and infeasibility of collecting data from the
real world, the team decided to conduct training in
a simulated environment first, and then deployed
the model into the real world. However, since the
simulated environment will not perfectly replicate the
light and background factors, which may cause the
simulator-trained model to perform poorly in the real
world, the team developed an image-based sim-
to-real transfer technology to integrate with deep
reinforcement learning to improve the performance of
neural network models in real environments.

Regarding the scientific breakthrough of this applied
technology, Professor |-Chen Wu and his team
used PPO as the core algorithm and proposed the
technique comprising “teacher model” and “student
model”. They applied this technique to autonomous
miniature car racing, which was the precedent of a new
methodology to reduce the gap between virtual and real
environments. First, they train a teacher model to move
along a near optimal path and then use this model to
teach the student model the correct actions along with

randomization. The technique bridges the sim-to-real
gap, improving the driving speed and robustness of the
simulator-trained student model in the real world. Unlike
the most autonomous miniature racing cars that use
LiDAR sensors, the team chose a cost-effective camera
as a sensor, which afforded large-scale deployments
and overcame the obstacle of track walls.

The team not only presented the results in the
workshop of IROS 2020, the top international
conference, but also stood out from the AWS
DeepRacer competition multiple times and achieved
outstanding results. Moreover, the team even broke
the official record for fastest completion time. All these
achievements have proved the breakthrough and
feasibility of the technology in the application. The
team’s award-winning members were also invited to
give speeches at Beijing Youth Unmanned Vehicle
Club, Feng Chia University, Singapore DBS Bank to
share their ideas and experiences on development.
The team, at present, is working with Thunder Tiger
Corp to increase the racing excitement of model
cars by utilizing autonomous-driving technology. For
example, using autonomous miniature racing cars
in The IFMAR World Championship hosted by the
International Federation of Model Auto Racing (IFMAR)
will make the competition more attractive through the
race between humans and artificial intelligence agents.

From the perspective of industrial application, the
team expects to apply the technology to robot patrol
programs in specific environments, such as unmanned
trucks in factories. They use common cameras with
their technology to replace expensive LIDAR and
tedious procedures for laying guide wires to achieve
low cost, rapid deployment, and high efficiency. In
addition, when applied to exploration in high-risk
environments, autonomous-driving technology can
reduce personnel training cost and the probability
of manual errors, as well as maximize the search
efficiency and broaden the search scope while
avoiding risks in rescue operations. We all believe that
the deep reinforcement learning technology developed
by Professor I-Chen Wu’s team will make a difference
and benefit human society through its versatility and
high extensibility in the near future.



