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Abstract—Existing transceiver designs in amplify-and-forward
(AF) multiple-input-multiple-output (MIMO) relay systems often
assume the availability of perfect channel state informations
(CSIs). Robust designs for imperfect CSI have less been con-
sidered. In this paper, we propose a robust nonlinear transceiver
design for the system with a Tomlinson-Harashima precoder
(THP), a linear relay precoder, and a minimum-mean-squared-
error (MMSE) receiver. Since two precoders and imperfect
CSIs are involved, the robust transceiver design is difficult. To
overcome the difficulty, we first propose cascading an additional
unitary precoder after the THP. The unitary precoder can not
only simplify the optimization but also improve the performance
of the MMSE receiver. We then adopt the primal decomposition
dividing the original optimization problem into a subproblem and
a master problem. With our formulation, the subproblem can be
solved and the two-precoder problem can be transferred to a
single relay precoder problem. The master problem, however, is
not solvable. We then propose a lower bound for the objective
function and transfer the master problem into a convex optimiza-
tion problem. A closed-form solution can then be obtained by the
Karush-Kuhn-Tucker (KKT) conditions. Simulations show that
the proposed transceiver can significantly outperform existing
linear transceivers with perfect or imperfect CSIs.

Index Terms—Amplify-and-forward (AF), multiple-input
multiple-output (MIMO), channel state information (CSI),
joint source/relay precoders, robust transceiver design, Tomlin-
son Harashima precoding (THP), minimum-mean-squared-error
(MMSE), primal decomposition approach, Karuch-Kuhn-Tucker
(KKT) conditions.

I. INTRODUCTION

RECENTLY, the multiple-input multiple-output (MIMO)
technique was introduced to cooperative systems [1]-

[10]. When multiple antennas are deployed at each relay node,
the cooperative system is referred to as a MIMO relay system.
Similar to the conventional MIMO systems [11]-[24], [34],
MIMO relays can provide additional degrees of freedom for
increasing spectral efficiency and/or transmission reliability.
The capacity bound for a three-node MIMO relay system
was first studied in [1]. Also similar to MIMO systems, the
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precoding technique can be applied in MIMO relay systems
to further improve the performance. A relay precoder was first
designed to enhance the capacity of a three-node amplify-and-
forward (AF) MIMO relay system [2], [3]. It was soon realized
that the capacity can be further enhanced if the direct link is
further taken into account [3]. Apart from the capacity, link
quality improvement is an alternative criterion that has been
considered [4]-[10]. In [4]-[5], a relay precoder was designed
for the minimum-mean-squared-error (MMSE) receiver. The
same design criterion for multiple relays was later developed
[5]. More recently, joint source and relay precoders designs
were studied [6]-[10] for the MMSE [6], [7], QR successive-
interference-cancellation (SIC) [8], and MMSE-SIC receivers
[9], respectively. Note that the aforementioned designs all
address the linear relay and/or linear source precoders [2]-
[9]. Nonlinear precoders design for AF MIMO relay systems
was first discussed in [10] in which a Tomlinson-Harashima
(TH) source precoder and a linear relay precoder are jointly
optimized for a MMSE receiver. As that in conventional
MIMO systems [18], [19], [34], nonlinear precoded MIMO
relay systems can yield better performance.

As known, channel state informations (CSIs) are required
in the transceiver design. Most designs often assume that
perfect CSIs are available [2]-[10]. However, in real-world
applications, channel responses are usually estimated at the
receiver and fed back to the transmitter. As a result, estimation
and quantization errors always exist. The performance of a
transceiver designed with imperfect CSIs can be seriously
degraded. In some cases, it may even be poorer than that of
un-precoded systems [6]. To overcome the problem, robust
transceiver designs were then developed for conventional
point-to-point MIMO [21]-[23] and MIMO relay systems [25],
[33]. Note that in [25] and [33], linear transceivers were
considered. In this paper, we extend the work in [10] taking
the problem of imperfect CSIs into consideration. We develop
a robust nonlinear transceiver for a three-node MIMO relay
system in which a Tomlinson-Harashima precoder (THP) is
used at the source, a linear relay precoder at the relay, and the
MMSE receiver at the destination.

As typical precoder design, the problem can be easily
formulated as an optimization problem. However, in our
design, the optimization involves two precoders, two coupled
power constraint, and three channels (source-to-destination,
source-to-relay and relay-to-destination). Even with numerical
methods [28], the optimum solution is difficult to obtain. To
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alleviate the problem, we first propose cascading a unitary
precoder after the THP. In this manner, as we will see, not
only the mean-squared-error (MSE) can be reduced, but also
the optimization can be simplified. We then propose using
the primal decomposition transfering the optimization problem
into a subproblem and a master problem. In our approach,
the source precoder is optimized in the subproblem and
subsequently the relay precoder in the master problem. With
our formualtion, the optimal source precoder can be solved as
a function of the relay precoder in the subproblem. However,
the relay precoder in the master problem is not solvable.
To complete the design, we further propose a method that
can translate the master problem to a standard scalar-valued
concave optimization problem. The key idea is to use some
relaxation for the objective function in the master problem. In
some scenarios, the relaxed objective function is equal to the
original objective function. Finally, we can obtain a closed-
form solution for the relay and source precoders via Karash-
Kuhn-Tucker (KKT) conditions.

This paper is organized as follows. In Section II, we
first describe a three-node AF MIMO relay system with the
TH source precoder, a linear relay precoder, and an MMSE
receiver. Then, we formulate the optimization problem for
the precoders design with imperfect CSIs. In Section III, we
propose an efficient method solving the optimization problem.
The performance of the proposed transceiver is then evaluated
in Section IV. Finally, we draw conclusions in Section V.

II. SYSTEM MODEL AND PROBLEM FORMULATION

A. MMSE Receiver With TH Source and Linear Relay Pre-
coders

We consider a three-node AF MIMO relay precoding system
in which N , R, and M antennas are placed at the source, the
relay and the destination, respectively, as shown in Fig. 1.
From the figure, we see that the system consists of a TH
source precoder, a linear relay precoder, and a linear MMSE
receiver. Here, we consider the general two-phase AF protocol
[2]-[10]. In the first phase, the source signal vector s ∈ CN×1

is first fed into the THP. The precoder conducts a successive
cancellation operation characterized by a backward squared
matrix B and a modulo operation MODm(·). Each element
of the transmit vector, s = [s1, . . . , sN ]T , is a m-QAM
modulated signal and takes its real and imaginary values from
the set {±1, . . . ,±(

√
m − 1)}. The matrix B has a lower

triangular structure and its diagonal elements are all equal
to zeros. The modulo operation, conducted over the real and
imaginary parts of the inputs, can be expressed as follows:

MODm(x) = x− 2
√
m · �x+

√
m

2
√
m

�. (1)

Let the signal after the modulo operation be expressed as x.
It is clear that each element of x is bounded between −√

m
and

√
m (real and imaginary parts). With B and the operation

in (1), the elements of x can be expressed as [19]

xk = sk −
k−1∑
l=1

B(k, l)xl + ek (2)

where xk denotes the kth element of the vector x, B(k, l) the
(k, l) element of the matrix B, and ek is the error yielded by
the modulo operation (the difference between the input and
the output). Let e = [e1, . . . , eN ]T be the error vector. From
(2), we can define the transmitted signal x using the following
matrix expression:

x = C−1v (3)

where C = B+ IN is a lower triangular matrix with ones in
its diagonal, and v = s + e. The TH precoded signal vector
x is further passed through a unitary precoder matrix FS and
subsequently sent to the relay and the destination. The unitary
precoder, as we will see, can greatly simplify the design and
improve the bit-error-rate (BER) performance.

In the second phase, the received signal vector at the
relay is multiplied by the relay precoding matrix, and then
transmitted to the destination. Therefore, the signal received
at the destination (after the two consecutive phases) can be
combined into a single vector as [6]-[10]

yD := HFSx+w, (4)

where

H =

[
HSD

HRDFRHSR

]
and w =

[
nD,1

HRDFRnR + nD,2

]
(5)

denote the equivalent channel matrix and the equivalent noise
vector, respectively. In (4), x ∈ CN×1 is the TH precoded sig-
nal vector defined in (3); yD ∈ C2M×1 is the received signal
vector at the destination; HSR ∈ CR×N , HSD ∈ CM×N , and
HRD ∈ C

M×R are the channel matrices of the source-to-relay,
the source-to-destination, and the relay-to-destination links,
respectively; nD,1 ∈ CM×1, nR ∈ CR×1 and nD,2 ∈ CM×1

are the received noise vector at the destination in the first-
phase, that at the relay in the first-phase, and that at the
destination in the second-phase. Before proceeding to our
design, we first consider the error model of channel estimation.
Let HMO denote the channel matrix of a N × M point-to-
point MIMO system. A common model for the generation of
HMO is given by [20]-[22]

HMO = R
1/2
R,MOHi.i.d.R

1/2
T,MO, (6)

where Hi.i.d. is a spatially white matrix whose entries are
independent and identically distributed (i.i.d.), and RR,MO

and RT,MO are normalized receive and transmit correlation
matrices (unit diagonal entries). Also, each element of Hi.i.d.

has a zero-mean and unit variance Gaussian distribution. When
a linear channel estimation method is adopted, the relationship
of the true and estimated channel matrices can be expressed
as [20], [21], [25]

HMO = ĤMO +ΔHMO (7)

where ĤMO is the estimate of HMO and ΔHMO is the
estimation error. It has been shown that [20], [21], [25]

ΔHMO = Σ
1/2
MOΔHi.i.d.Ψ

1/2
MO, (8)

where ΣMO and ΨMO are two covariance matrices associated
with ΔHMO and ΔHi.i.d. = Hi.i.d.− Ĥi.i.d.. Here, Ĥi.i.d. is
an estimate of Hi.i.d.. The actual values of ΣMO and ΨMO
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Fig. 1. TH source and linear relay precoded AF MIMO relay system with MMSE receiver.

depend on the channel estimation method we use. For exam-
ple, if we use the estimation algorithm proposed in [20], then
ΨMO = RT,MO and ΣMO = σ2

e,MORR,MO where σ2
e,MO =

E
[
|Hi.i.d.(i, j)− Ĥi.i.d.(i, j)|2

]
. Note that Hi.i.d., instead of

HMO , is estimated. As another example, if we use the channel
estimation method proposed in [21], we then have ΨMO =

RT,MO and ΣMO = σ2
e,MO

(
IN,M + σ2

e,MOR
−1
R,MO

)−1

.
With the expression in (8), it is clear that

vec (ΔHMO) ∼ CN (0NM×1,ΣMO ⊗ΨT
MO

)
, (9)

where vec(•) denotes the operation of stacking the columns of
a matrix into a vector, CN (m,C) denotes a complex Gaussian
random vector with a mean vector of m and a covariance
matrix of C, and ⊗ represents the operation of the Kronecker
product. Thus, we can have the probability density function
(PDF) of ΔHMO as

p (ΔHMO) =
exp
(−Tr
(
ΔHH

MOΣ
−1
MOΔHMOΨ

−1
MO

))
πNM (det (ΣMO))

N
(det (ΨMO))

M
.

(10)
We then use (8) as our model for channel estimation error and
have

HSR = ĤSR +ΔHSR (11)

HRD = ĤRD +ΔHRD (12)

HSD = ĤSD +ΔHSD (13)

where ĤSR, ĤRD , and ĤSD are the estimated channel
matrices of HSR, HRD , and HSD, respectively; ΔHSR,
ΔHRD, and ΔHSD are the corresponding estimation error
matrices. From (9), we can then obtain the PDFs of ΔHSR,
ΔHRD and ΔHSD as

vec (ΔHSR) ∼ CN (0NR×1,ΣSR ⊗ΨT
SR

)
, (14)

vec (ΔHRD) ∼ CN (0RM×1,ΣRD ⊗ΨT
RD

)
, (15)

vec (ΔHSD) ∼ CN (0NM×1,ΣSD ⊗ΨT
SD

)
. (16)

Here, we assume that all the channels are time-invariant and all
the second-order channel statistics, ΣSR, ΣRD , ΣSD, ΨSR,

ΨRD , and ΨSD are known a priori. Note that if v can be
estimated, s can be recovered by the modulo operation in (1).
Since we take both noise and channel estimation error into the
MMSE receiver design, we can define the MSE as

MSE (C,FS ,FR,G) = EΔ,w

{‖GyD − v‖2}
= EΔ,w {Tr {((GHFS −C)x+Gw)×
((GHFS −C)x+Gw)

H
}}

, (17)

where G represents the MMSE equalization matrix and the
subscripts Δ and w denote that the expectation is taken over
channel estimation error and noise, respectively. Here, we
assume that xk’s are statistically independent and they have
a zero-mean and a same variance. Let the variance of each
element in s be denoted as σ2

s . We then have E[xxH ] = σ2
sIN

and E[vvH ] = σ2
sCCH . Note that the independent assumption

is valid only for large QAM size (e.g., m ≥ 16) [18], [19].
Therefore, we can rewrite the MSE in (17) as

MSE (C,FS,FR,G) = EΔ

{
Tr

{
σ2
sGHFSF

H
S HHGH

}}
−EΔ

{
Tr

{
σ2
sGHFSC

H
}}

− EΔ

{
Tr

{
σ2
sCFH

S HHGH
}}

+Tr
{
σ2
sCCH

}
+ EΔ

{
Tr

{
GRwG

H
}}

= Tr
{
EΔ

{
σ2
sGHFSF

H
S HHGH

}}
−Tr

{
EΔ

{
σ2
sGHFSC

H
}}

− Tr
{
EΔ

{
σ2
sCFH

S HHGH
}}

+Tr
{
σ2
sCCH

}
+ Tr

{
EΔ

{
GRwG

H
}}

, (18)

where Rw = E
[
wwH
]
. Using the error models in (11)-(13),

we can then rewrite the MSE in (18) as

MSE (C,FS ,FR,G)

= Tr
{
G
(
σ2
sĤFSF

H
S ĤH + R̂w +Δerr

)
GH
}
−

Tr
{
σ2
sGĤFSC

H
}
− Tr
{
σ2
sCFH

S ĤHGH
}
+

Tr
{
σ2
sCCH

}
, (19)
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where

Ĥ =

[
ĤSD

ĤRDFRĤSR

]
, (20)

Δerr =

[
ΔerrA 0

0 ΔerrB

]
,

ΔerrA = σ2
sTr
(
FSF

H
S ΨSD

)
ΣSD

ΔerrB = Tr
(
FR

(
σ2
sTSR + σ2

n,rIR
)
FH

RΨRD

)
ΣRD +

σ2
sTr
(
FSF

H
S ΨSR

)
ĤRDFRΣSRF

H
R ĤH

RD (21)

R̂w = E

{[
nD,1

ĤRDFRnR + nD,2

]
×[

nH
D,1 nH

RFH
R ĤH

RD + nH
D,2

]}
, (22)

TSD = Tr
(
FSF

H
S ΨSD

)
ΣSD + ĤSDFSF

H
S ĤH

SD, (23)

TSR = Tr
(
FSF

H
S ΨSR

)
ΣSR + ĤSRFSF

H
S ĤH

SR. (24)

The detailed derivation of (19) is provided in Appendix A.
Since MSE in (19) is convex, the optimum G minimizing
MSE, denoted as Gopt, can be found by

∂MSE (C,FS ,FR,G)

∂GH
= 0. (25)

If we assume that FS , FR, and C are known, Gopt can be
expressed as

Gopt = σ2
sCFH

S ĤH
(
σ2
sĤFSF

H
S ĤH + R̂w +Δerr

)−1

.

(26)
Substituting (26) into (19), we then have the minimum MSE
as

MSE (C,FS ,FR,Gopt) := MSEmin (C,FS ,FR)

= σ2
sTr
{
CCH
}
− σ2

sTr
{
CFH

S ĤH
(
ĤFSF

H
S ĤH

+σ−2
s

(
R̂w +Δerr

))−1

ĤFSC
H

}
. (27)

Using the matrix inversion lemma [27], we can further express
(27) as

MSEmin (C,FS ,FR)

= σ2
sTr

{
C
(
FH

S ĤHR−1
Δ ĤFS + IN

)−1

CH

}
,(28)

where

RΔ = σ−2
s

(
R̂w +Δerr

)
= σ−2

s

[
RΔ,1,1 0

0 RΔ,2,2

]
. (29)

Here,

RΔ,1,1 = σ2
n,dIM + σ2

sTr
(
FSF

H
S ΨSD

)
ΣSD (30)

and

RΔ,2,2 = Tr
(
FR

(
σ2
s

(
Tr
(
FSF

H
S ΨSR

)
ΣSR+

ĤSRFSF
H
S ĤH

SR

)
+ σ2

n,rIR

)
FH

RΨRD

)
ΣRD +

σ2
sTr
(
FSF

H
S ΨSR

)
ĤRDFRΣSRF

H
R ĤH

RD +

σ2
n,rĤRDFRF

H
R ĤH

RD + σ2
n,dIM . (31)

From (29)-(31), we can see that the MSE in (28) is a
complicated nonlinear function of FS and FR.

B. Problem Formulation

Our task is to find C, FS , and FR so that the MSE in (28)
is minimized. The joint precoder designs problem can now be
formulated as:

min
C,FS ,FR

σ2
sTr

{
C
(
IN + FH

S ĤHR−1
Δ ĤFS

)−1

CH

}
s.t. σ2

sTr
{
FSF

H
S

} ≤ PS,T ,

E
[
Tr
{
FR

(
σ2
n,rIR + σ2

sHSRFSF
H
S HH

SR

)
FH

R

}]
=

σ2
n,rTr
{
FRF

H
R

}
+ σ2

sTr
{
FR

(
Tr
(
FSF

H
S ΨSR

)
ΣSR

+ĤSRFSF
H
S ĤH

SR

)
FH

R

}
≤ PR,T , (32)

where the inequalities in (32) are due to the transmission
power constraints at the source and the relay (the maximum
available powers are PS,T and PR,T , respectively). Taking a
close look at (32), we can observe that in addition to the
cost function, the constraints are also complicated nonlinear
functions of FS and FR. Even worse, they are mutually
coupled through FS . It is simple to check that (32) is not
a convex optimization problem. Since imperfect CSIs of all
links are involved, the problem is much more difficult than
that in [10]. In the next section, we propose a new approach
to solve the problem.

III. PROPOSED ROBUST JOINT SOURCE AND RELAY

PRECODERS DESIGN

A. Primal Decomposition

We resort to the primal decomposition method [28] where
the original optimization can be transferred into a subproblem
and a master problem. The method is first to split unknown
variables into two groups, and the variables in the first group
are treated as known constants. Then, the variables in the
second group are solved as the functions of the variables in the
first group (the subproblem), and the cost function is reduced
to a function of the variables in the first group. Finally, the
variables in the first group can be solved (the master problem).
For our problem, we let the subproblem be the optimization
of C and FS (FR is treated as a known matrix), and the
master problem be that of FR. However, since the two power
constraints are mutually coupled, the primal decomposition
cannot be applied directly. We then propose using a unitary
structure for FS . To proceed, we reformulate (32) as

min
C,FS ,FR

Tr {E} = min
FR

min
C,FS

Tr {E}

s.t. E = σ2
sC
(
IN + FH

S ĤHR−1
Δ ĤFS

)−1

CH ,

FS = αSUS , σ2
sα

2
SN ≤ PS,T ,

Tr
{
FR

(
σ2
n,rIR + σ2

sα
2
SĤ

′
SRĤ

′H
SR

)
FH

R

}
≤ PR,T .

(33)

where Ĥ′
SR =

(
ĤSRĤ

H
SR + Tr (ΨSR)ΣSR

)1/2
, αS is a

scalar and US ∈ CN×N is a unitary matrix to be further
specified.
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B. Subproblem Optimization

In the subproblem, the optimum C and FS are first derived
as a function of FR. Since we let the additional precoder FS

have a unitary structure, the cost function and the constraints
can then be optimized with respect to C, αS , and US . The
subproblem optimization can then be written as:

min
C(FR),αS(FR),US(FR)

Tr {E}

s.t. E = σ2
sC
(
IN + α2

SU
H
S H̃HH̃US

)−1

CH

Nσ2
sα

2
S ≤ PS,T

tr
{
FR

(
σ2
n,rIR + α2

Sσ
2
sĤ

′
SRĤ

′H
SR

)
FH

R

}
≤ PR,T ,

(34)

where

H̃HH̃ := ĤHR−1
Δ Ĥ

= σ2
s

[
ĤH

SD ĤH
SRF

H
R ĤH

RD

]×[ (
σ2
n,dIM + σ2

sα
2
STr (ΨSD)ΣSD

)−1
0

0 (ΔA+A)−1

]
×[

ĤSD

ĤRDFRĤSR

]
= σ2

s

(
σ−2
n,dĤ

H
SD

(
σ2
n,dIM + σ2

sα
2
STr (ΨSD)ΣSD

)−1
ĤSD+

ĤH
SRF

H
R ĤH

RD (ΔA+A)−1 ĤRDFRĤSR

)
(35)

with

ΔA = Tr
(
FR

(
σ2
sα

2
SĤ

′
SRĤ

′H
SR + σ2

n,rIR
)
FH

RΨRD

)
ΣRD

+σ2
sα

2
STr (ΨSR) ĤRDFRΣSRF

H
R ĤH

RD (36)

and

A = σH
n,rĤRDFRF

H
R ĤH

RD + σ2
n,dIM . (37)

Note that primal decomposition can be further applied in the
subproblem. Treating C, FR and US as known entities, we
first optimize αS . To do that, let’s consider a maximum power
property, stating that the cost function in (34) is monotonically
decreasing in αS . The proof of this property is provided in
Appendix B. Using the property and denoting the optimum
αS as αS,opt, we can have

αopt =

√
PS,T

Nσ2
s

. (38)

This is an intuitively appealing property since the noise power
at the receiver can be reduced if the source transmit power is
increased.

Substituting (38) into (34), we see that the relay power
constraint is just a function of the relay precoder, and two
power constraints are decoupled. Thus, the power constraint of
the precoder can be moved to the master problem. If we treat
US as a known matrix, the subproblem will be degenerated to
the design in conventional point-to-point THP MIMO system,
which can be written as

min
C(FR)

σ2
sTr

{
C

(
IN +

PS,T

Nσ2
s

UH
S H̃HH̃US

)−1

CH

}
. (39)

The optimum solution C of (39), denoted as Copt, has been
solved in [18] as:

Copt = DL−1, (40)

where

LLH = σ2
s

(
IN +

PS,T

Nσ2
s

UH
S H̃HH̃US

)−1

(41)

is the Cholesky factorization of

σ2
s

(
IN +

PS,T

Nσ2
s
UH

S H̃HH̃US

)−1

and D is a diagonal
matrix scaling the diagonal elements of Copt to unity.
Substituting (40) into (39), we then have the cost function as

Tr

{
C

(
IN +

PS,T

Nσ2
s

UH
S H̃HH̃US

)−1

CH

}
=

N∑
k=1

L(k, k)2

(42)
which is a function of US . We now can find US so that (42)
is minimized. To start with, we decompose US as

US = V
˜HU′

S , (43)

where V
˜H ∈ C

N×N is the left singular matrices of H̃
and U′

S ∈ CN×N is another unitary matrix. Note that this
decomposition can always be conducted for a unitary matrix.
Substituting (43) into (41), we then have

LLH = σ2
s

(
IN +

PS,T

Nσ2
s

(
V

˜HU′
S

)H
H̃HH̃V

˜HU′
S

)−1

= U′H
S σ2

s

(
IN +

PS,T

Nσ2
s

Λ

)−1

︸ ︷︷ ︸
:=˜D

U′
S (44)

where Λ = diag
{
λ
˜H,1, . . . , λ˜H,N

}
is a diagonal matrix

consisted of the eigenvalues of H̃HH̃. It is simple to see
that D̃ is a diagonal matrix. Applying arithmetic-geometric
inequality (AGI), we see that when L(i, i) = L(j, j), i �= j,
(42) is minimized.

The remaining work is to find a proper U′
S such that

L(i, i) = L(j, j). This problem has been solved in [19]
and the result is restated as follows. Consider the following
decomposition:

D̃ = D̃1/2D̃1/2, (45)

where D̃1/2 is the square-root matrix of D̃. Applying geomet-
ric mean decomposition (GMD) [16] on D̃1/2, we can have

D̃1/2 = QRPH , (46)

where Q and P are some unitary matrices, and R is an upper
triangular matrix with equal diagonal elements. Substituting
(46) in (44), we then have

LLH = U′H
S D̃U′

S = U′H
S PRHRPHU′

S . (47)

Let U′
S = P. Equation (47) can be written as

LLH = RHR. (48)

From (48), it is clear that if L = RH , the diagonal elements
of L will be all equal. Therefore, the optimal FS , denoted as
FS,opt, can then be expressed as

FS,opt =

√
PS,T

Nσ2
s

V
˜HP. (49)
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From (42), the resultant MSE can be expressed as

Jmin =

N∑
k=1

L(k, k)2 =

N∑
k=1

R(k, k)2

= Nσ2
s

N∏
k=1

(
PS,T

Nσ2
s

λ
˜H,k + 1

)−1/N

. (50)

Now, the problem becomes the minimization of (50) which
is the master problem. It is noteworthy that if the unitary FS

is not included in the design, the cost function in (42) can
be reformulated with FS = IN . In this scenario, the related
minimum MSE will be larger than that in (50). Also, the
optimization problem is much more cumbersome to deal with.
We note here that the original THP in [18] does not include
the unitary matrix FS

1.

C. Master Problem Optimization

To solve the master problem, let’s first consider the follow-
ing equivalence:

min
FR

Nσ2
s

N∏
k=1

(
PS,T

Nσ2
s

λ
˜H,k + 1

)−1/N

= max
FR

det

((
Nσ2

s

PS,T
IN + H̃HH̃

))
. (51)

The result in (51) can be easily obtained since

det

(
IN +

PS,T

Nσ2
s

H̃HH̃

)
=

N∏
k=1

(
PS,T

Nσ2
s

λ
˜H,k + 1

)
. (52)

Using (51) and (35), we can then reformulate the master
problem as

max
FR

det

(
IN +

PS,T

Nσ2
n,d

ĤH
SD×(

σ2
n,dIM +

PS,T

N
Tr (ΨSD)ΣSD

)−1

ĤSD +

PS,T

N
ĤH

SRF
H
R ĤH

RD (ΔA+A)
−1

ĤRDFRĤSR

)
s.t.

Tr

{
FR

(
σ2
n,rIR +

PS,T

N
Ĥ′

SRĤ
′H
SR

)
FH

R

}
≤ PR,T .

(53)

Take a look at (33) and (53) and we can readily find
that although the number of the unknowns are reduced, the
utility2 function is a complicated function of FR and yet the
optimization is not convex. As a result, the problem in (53)
is difficult to solve, even with a numerical method [28]. To
provide a solution, instead of the original utility function, we

1It is noteworthy here that the THP design in [19] does cascade a precoder.
However, the precoder is not restricted to a unitary matrix and the purpose is
different from ours.

2In general, when a problem is to be minimized, the objective function
is referred to as a cost function. In contrast, when the problem is to be
maximized, the objective function is referred to as a utility function.

propose using a lower bound of the function. By the lower
bound, we can reformulate the master optimization as

max
FR

det

(
IN +

PS,T

Nσ2
n,d

ĤH
SD×(

σ2
n,dIM +

PS,T

N
Tr (ΨSD)ΣSD

)−1

ĤSD+

PS,T

N
ĤH

SRF
H
R ĤH

RD (ΔA′ +A)
−1

ĤRDFRĤSR

)
s.t.

Tr

{
FR

(
σ2
n,rIR +

PS,T

N
Ĥ′

SRĤ
′H
SR

)
FH

R

}
≤ PR,T ,

(54)

where

ΔA′ = PR,Tλmax(ΨRD)λmax(ΣRD)IM +

PS,T

N
Tr(ΨSR)λmax(ΣSR)ĤRDFRF

H
R ĤH

RD

(55)

Particularly, the lower bound of the utility function is equal to
the actual one when the transmit or receive transmit pairs are
uncorrelated. The detailed derivation is given in Appendix C.

As we will see in latter development, ΔA′ in (54) is easier
to deal with, compared to ΔA in (53). The optimization in
(54) remains unsolvable since the utility function is still a
complicated function of FR. In addition, the problem is still
not convex. To overcome the problem, we use the Hardamard
inequality, described in the following Lemma.

Lemma 1 [27]: Let M ∈ CN×N be a positive definite
matrix, then

det(M) ≤
N∏
i=1

M(i, i), (56)

where M(i, i) denotes the ith diagonal element of M. The
equality in (56) holds when M is a diagonal matrix. This
suggests a diagonalization of the matrix in the utility function
of (54), achieving the maximum of (54). To conduct the
diagonalization, we need another lemma described below.

Lemma 2 [27]: Let P ∈ CN×N be a positive definite matrix
and J ∈ CN×N , then

det (P+ J) = det (P) det
(
IN +P−1/2JP−1/2

)
. (57)

We let

J =
PS,T

N
ĤH

SRF
H
R ĤH

RD (ΔA′ +A)
−1

ĤRDFRĤSR,

P =

(
IN +

PS,T

Nσ2
n,d

ĤH
SD×

(
σ2
n,dIM +

PS,T

N
Tr (ΨSD)ΣSD

)−1

ĤSD

)
(58)

in (57). Then, we have the following equivalence:

argmax
FR

det (P+ J) =

argmax
FR

det
(
IN + Ĥ′′H

SRF
H
R ĤH

RD×

(ΔA′ +A)
−1

ĤRDFRĤ
′′
SR

)
, (59)
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where

Ĥ′′
SR =

√
PS,T

N
ĤSR

(
IN +

PS,T

Nσ2
n,d

ĤH
SD×

(
σ2
n,dIM +

PS,T

N
Tr(ΨSD)ΣSD

)−1

ĤSD

)−1/2

.(60)

Note here that det(P) is ignored since it is not a function
of FR. Using (59) and the relay power constraint in (54), we
then have the master optimization as follows:

max
FR

det
(
IN + Ĥ′′H

SRF
H
R ĤH

RD×(
αIM + βĤRDFRF

H
R ĤH

RD

)−1

ĤRDFRĤ
′′
SR

)
s.t.

Tr

{
FR

(
σ2
n,rIR +

PS,T

N
Ĥ′

SRĤ
′H
SR

)
FH

R

}
≤ PR,T ,

(61)

where

α = PR,Tλmax(ΨRD)λmax(ΣRD) + σ2
n,d and

β =
PR,T

N
Tr(ΨSR)λmax(ΣSR) + σ2

n,r. (62)

From Lemma 1, we see that if(
IN + Ĥ′′H

SRF
H
R ĤH

RD (ΔA′ +A)
−1

ĤRDFRĤ
′′
SR

)
is

diagonalized, the utility function in (61) is maximized.
Note that the optimality may not be held when the power
constraint in (61) is considered. However, we still use the
diagonalization operation here, facilitating the derivation of
a solution. To do that, we can let the relay precoder have
a certain structure. Considering following singular value
decomposition (SVD):

ĤRD = UrdΣrdV
H
rd; (63)

Ĥ′′
SR = U′′

srΣ
′′
srV

′′H
sr (64)

where Urd ∈ CM×M and U′′
sr ∈ CR×R are left singular

matrices of ĤRD and Ĥ′′
SR, respectively; Σrd ∈ RM×R and

Σ′′
sr ∈ RR×N are the diagonal singular value matrices of ĤRD

and Ĥ′′
SR, respectively; VH

rd ∈ CR×R and V′′
sr ∈ CN×N are

the right singular matrices of ĤRD and Ĥ′′
SR, respectively.

Substituting (63) and (64) into (61), we can have the utility
function as

det
(
IN + Ĥ′′H

SRF
H
R ĤH

RD (ΔA′ +A)
−1

ĤRDFRĤ
′′
SR

)
= det

(
IN +Σ′′H

sr U′′H
sr FH

RVrdΣ
H
rd

(
αIM + βΣrdV

H
rd×

FRF
H
RVrdΣ

H
rd

)−1
ΣrdV

H
rdFRU

′′
srΣ

′′
sr

)
.

(65)

It turns out that if the FR have the following structure, a full
diagonalization of the utility matrix in (65) can be achieved:

FR = VrdΣrU
′′H
sr , (66)

where Σr is a diagonal matrix with the ith diagonal element
of σr,i, i = 1 · · ·κ (κ=min{N,R}). Let σrd,i and σ′′

sr,i be
the ith diagonal element of Σrd and Σ′′

sr, respectively. Using

(63), (64) and (66) in (61) and taking the ln operation to the
utility function, we can then rewrite (61) as:

max
pr,i, 1≤i≤κ

κ∑
i=1

ln

(
1 +

pr,iσ
2
rd,iσ

′′
sr,i

α+ βpr,iσ2
rd,i

)

s.t.
κ∑

i=1

pr,i
(
Dsr(i, i) + σ2

n,r

) ≤ PR,T ,

pr,i ≥ 0, ∀ i, (67)

where Dsr(i, i) is the ith diagonal element of Dsr =
PS,T

N U′′H
sr

(
ĤSRĤ

H
SR + Tr (ΨSR)ΣSR

)
U′′

sr, and pr,i =

σ2
r,i. The utility function now is simplified to a function of

scalar variables. Since the utility function and the inequalities
are all concave for pr,i ≥ 0 [28], (67) is a standard concave
optimization problem. As a result, the optimum solution of
pr,i, i = 1, . . . , κ, can be solved by means of KKT conditions
given as (68) at the top of the next page, where μ is chosen
to satisfy the power constraint in (67). The derivation of (68)
is summarized in Appendix D.

The computational complexity of the proposed robust TH
precoders mainly involve SVD, GMD, and matrix inversion
operations. The overall computational complexity, measured
in terms of FLOPs, are summarized as Table I.

IV. SIMULATION RESULTS

We consider a three-node AF MIMO relay system with N =
R = M = 4, and model the channel estimation errors with
the covariance matrices as [20], [25]:

ΨSR = ΨRD = ΨSD =

⎡⎢⎢⎣
1 δ δ2 δ3

δ 1 δ δ2

δ2 δ 1 δ
δ3 δ2 δ 1

⎤⎥⎥⎦ (69)

and

ΣSR = ΣRD = ΣSD = σ2
e

⎡⎢⎢⎣
1 γ γ2 γ3

γ 1 γ γ2

γ2 γ 1 γ
γ3 γ2 γ 1

⎤⎥⎥⎦ (70)

where δ and γ denote the correlation coefficients, and σ2
e the

estimation error variance. The covariance matrices in (69) and
(70) can be obtained if we use the channel estimation method
proposed in [20]. The estimated channels, ĤSR, ĤRD, and
ĤSD, are generated by the following distributions:

vec
(
ĤSR

)
∼ CN

(
0NR×1,

1− σ2
e

σ2
e

ΣSR ⊗ΨT
SR

)
(71)

vec
(
ĤRD

)
∼ CN

(
0MR×1,

1− σ2
e

σ2
e

ΣRD ⊗ΨT
RD

)
(72)

vec
(
ĤSD

)
∼ CN

(
0MN×1,

1− σ2
e

σ2
e

ΣSD ⊗ΨT
SD

)
(73)

As mentioned, the relationships of the actual and estimated
channels can then be expressed as HSR = ĤSR + ΔHSR,
HRD = ĤRD + ΔHRD , and HSD = ĤSD + ΔHSD. Let
SNRsr , SNRsd and SNRrd denote the received signal-to-noise
ratio (SNR) at each relay antenna in the first phase, that at each
destination antenna in the first transmission phase, and that at
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pr,i =

⎡⎢⎢⎣
√√√√√ μ

σ2
rd,i

β
α

(
β

σ′′2
sr,i

+ 1
) (

σ2
n,r +Dsr (i, i)

) + 1
4

σ4
rd,i

β2

α2

(
β2

σ′′2
sr,i

+ 1
)2 − α+

ασ′′2
sr,i

2β

σ2
rd,i

(
β + σ′′2

sr,i

)
⎤⎥⎥⎦
+

(68)

TABLE I
COMPLEXITY OF PROPOSED TH SOURCE AND RELAY PRECODERS (MMSE RECEIVER).

Step Operation FLOPs
1 Ĥ′′

SR, (60) O
(
N2 (N + R+M)

)
2 SVD ĤRD = UrdΣrdV

H
rd, (63) O

(
MR2 + R3

)
3 SVD Ĥ′′

SR = U′′
srΣ

′′
srV

′′H
sr , (64) O

(
RN2 +N3

)
4 Σr , (68) O(κIr)
5 FR , (66) O(R3)

6 H̃ = R
−1/2
Δ Ĥ, (36) O

(
M2 (M +N)

)
7 SVD H̃ O

(
N2 (M +N)

)

8 GMD D̃1/2 = QRPH (46)
L = RH (48)

O(N3)

9 Copt = DL−1, (40) O(N3)
10 FS,opt, (49) O(N3)
Ir: denotes the iteration number of the water-filling process for for computing σr,i (68)
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Fig. 2. MSE performance comparison for existing precoded systems and
proposed TH source and linear relay precoded system (δ = γ = 0, σ2

e =
0.003).

each destination antenna in the second transmission phase,
respectively. We use 16-QAM as the modulation scheme.

In the first set of simulations, we let SNRsr = 30, SNRsd=15
dB, and SNRrd be varied. We also let δ = γ = 0 and σ2

e =
0.003. Fig. 2 and Fig. 3 show the MSE and BER performances,
respectively, for (a) an un-precoded system (U-U), (b) the relay
precoded system (U-L) [4], (c) the linear source and relay
precoded system (L-L) [7], (d) the TH source and linear relay
precoded system (TH-L) [10], and (e) the proposed robust TH
source and linear relay precoded system (TH-L-robust). All
the considered systems, (a)-(e), use the MMSE receiver. Note
that the system in [4] only considers the relay link. For fair
comparison, we include the direct link in the MMSE receiver.
From the figures, we can observe that the un-precoded system
is inferior to precoded systems. The nonlinear source precoded
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B
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U−L
L−L
TH−L
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Fig. 3. BER performance comparison for existing precoded systems and
proposed TH source and linear relay precoded system (δ = γ = 0, σ2

e =
0.003).

systems are superior to the linear ones. Since TH-L-robust
takes the CSI uncertainty into consideration, it performs better
than TH-L. Interestingly, we can find that the performance of
non-robust systems slightly degrade at the high SNR region.
This is because noise can somehow offset the CSI uncertainty.
Since σe is fixed at all SNR range, the robustness at the high
SNR region is reduced. A similar result is also observed in
conventional MIMO systems [22].

In the second set of simulations, we evaluate the precoding
performance in a two-hop system. Fig. 4 and Fig. 5 show
the MSE and BER performances for the cases that SNRsr=35
dB, SNRrd is varied, δ = γ = 0 and σ2

e = 0 (σ2
e = 0.003),

respectively. Here, we further incorporate the system with the
robust relay precoder in [25] (U-L-robust) for comparison. As
we can see, both U-L-robust and TH-L-robust are degenerated
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Fig. 4. MSE performance comparison for existing relay precoded systems
and proposed TH source and linear relay precoded system (SNRsr=35 dB,
δ = γ = 0, σ2

e = 0/σ2
e = 0.003).
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Fig. 5. BER performance comparison for existing relay precoded system
and proposed TH source and linear relay precoded system (SNRsr=35 dB,
δ = γ = 0, σ2

e = 0/σ2
e = 0.003).

to U-L and TH-L, respectively if CSIs are perfect. Since U-
L-robust only considers a relay precoder, its performance is
inferior to proposed TH-L-robust no matter CSIs are perfectly
available or not.

In the third set of simulations, we evaluate the MSE
performance of the proposed method for some settings. Here,
let γ = 0, σ2

e = 0.002 and δ be varied. Also let SNRsr=30,
SNRsd=15 dB and SNRrd be varied. Fig. 6 shows the simula-
tion results. From this figure, we can see that the performance
of the proposed method is improved along with the decrease
of δ. This is because as δ becomes smaller, ΣSR, ΣRD , and
ΣSD approach to σ2

eI. As a result, the actual utility function
is closer to the lower bound in (94).

In the fourth set of simulations, we evaluate the MSE
performance of the proposed method under the scenario that
δ = γ = 0 and σ2

e is varied. The SNR of each link is set as that
in the previous case, and Fig. 7 shows the simulation results.
As we can see, the performance of TH-L and TH-L-robust is
significantly degraded when σ2

e is large. The performance gap
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Fig. 6. MSE performance comparison for proposed precoded system with
different δ (γ = 0, σ2

e = 0.002).

5 10 15 20 25 30

10
−2

SNR (dB)

M
S

E

 

 
TH−L
TH−L−robust


e
2=0.006


e
2=0.004


e
2=0.002


e
2=0

Fig. 7. MSE performance comparison for proposed precoded system with
different σ2

e (δ = γ = 0).

between the TH-L and TH-L-robust is increased when the CSI
uncertainty is increased. The performance of the TH-L system
degrades at the high SNR region. The phenomenon is similar
to that in Fig. 2.

In the fifth set of simulations, we evaluate the impact of
imperfect second-order statistics. We assume that there exists
errors in the transmit and receive correlation matrices, and use
the error model proposed in [31]. Using RT,SR as an example,
we describe the model as follows. Let R̂T,SR be an estimate
of RT,SR. Then,

R̂T,SR = (1− ε)RT,SR, (74)

where ε indicates the level of the estimation error. With the
channel estimation algorithm in [20], ΨSR = RT,SR. Thus,
we can model the error in ΨSR as

Ψ̂SR = (1− ε)ΨSR (75)

where Ψ̂SR is the estimate of ΨSR. Similar modeling can
be also applied to Ψ̂RD, Ψ̂SD , Σ̂SR, Σ̂RD, and Σ̂SD. In
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Fig. 8. MSE performance comparison for proposed precoded system with
different ε (σ2

e = 0.003, δ = 0.3, γ = 0, SNRsr = 30, SNRrd = 25,
SNRsd = 15).
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Fig. 9. MSE performance comparison for existing joint precoded systems and
proposed TH source and linear relay precoded system (σ2

e = 0.02, SNRrd =
20).

the simulations, we let σ2
e = 0.003, δ = 0.3, γ = 0,

SNRsr=30, SNRrd=25, SNRsd = 15 dB, Σ̂SR = Σ̂RD = Σ̂SD,
and Ψ̂SR = Ψ̂RD = Ψ̂SD . Fig. 8 shows the simulated MSE
performance versus ε. From the figure, we can see that as the
error increases, the MSE of TH-L-robust increases. Since σe is
fixed, the performance curves of other non-robust algorithms
are not changed by ε. Up to some level, the MSE of TH-L-
robust will exceed that of TH-L.

In the last set of simulations, we compare the current robust
joint precoders [32] with our proposed method. Since the
precoders proposed in [32] considers the dual-hop scenario,
we only consider the relay link in Fig. 9. In this simulation,
we set N = R = M = 4, δ = γ = 0, SNRrd = 20 dB,
σ2
e = 0.02, and vary SNRsr . Four joint precoders designs are

compared, L-L, the robust design in [32] (L-L-robust) , TH-
L, and TH-L-robust. As we can see, the robust designs, either
linear or nonlinear design, are better than non-robust designs.
Also, TH-L-robust are superior to L-L-robust due to the fact
that the nonlinear TH precoder is adopted at the source.

V. CONCLUSION

In this paper, we consider a robust transceiver design for
AF MIMO relay system with imperfect CSIs. The transceiver
consists of a THP at the source, a linear precoder at the
relay, and a MMSE receiver at the destination. The design can
be easily formulated as an optimization problem. However,
the problem is difficult to solve due to the complicated
objective function and constraints. We then propose using the
primal decomposition technique transferring the problem into
a subproblem and a master problem. With the aid of a lower
bound of the objective function, the closed-form solution can
then be derived by the KKT conditions. Simulations show
that the proposed robust design outperforms the existing non-
robust linear or nonlinear designs. For non-robust designs,
the effect of the mismatched CSIs is more severe in high
SNR regions in which the performance improvement of the
proposed design is more significant. The performance gain
comes from the fact that the proposed design takes the second
order statistics of the channel estimation error into account.
In real-world applications, the second order statistics can be
derived from the history of the channel estimates. In mobility
environments, the channel estimation error may become larger
due to the time lag in the feedback channel. An effective robust
design will rely on the model of the channel estimation error.
How to build the model and complete the design can serve as
an interesting subject for further research.

APPENDIX A
DERIVATION OF THE MSE IN (19)

Expanding the MSE in (18) as that in (19), we consider the
first term in (18) expressed as

Tr
{
EΔ

{
σ2
sGHFSF

H
S HHGH

}}
= Tr
{
σ2
sGEΔ

{
HFSF

H
S HH
}
GH
}

= σ2
sG

[
M1,1 M1,2

M2,1 M2,2

]
GH ,

where

M1,1 = EΔ

{
HSDFSF

H
S HH

SD

}
M1,2 = EΔ

{
HSDFSF

H
S HH

SRF
H
RHH

RD

}
M2,1 = EΔ

{
HRDFRHSRFSF

H
S HH

SD

}
M2,2 = EΔ

{
HRDFRHSRFSF

H
S HH

SRF
H
RHH

RD

}
.

(76)

Since ΔHSD is multivariate complex Gaussian distributed
(with zero mean), we can have the first diagonal matrix in
(76) as [30]

EΔ

{
HSDFSF

H
S HH

SD

}
= EΔ

{(
ĤSD +ΔHSD

)
FSF

H
S

(
ĤSD +ΔHSD

)H}
= Tr
{
FSF

H
S ΨSD

}
ΣSD + ĤSDFSF

H
S ĤH

SD

:= TSD (77)
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For the second diagonal matrix, we have

EΔ

{
HRDFRHSRFSF

H
S HH

SRF
H
RHH

RD

}
= EΔ

{
HRDFREΔ

{
HSRFSF

H
S HH

SR

}
FH

RHH
RD

}
(78)

= EΔ

{
HRDFRTSRF

H
RHH

RD

}
(79)

= Tr {ΨRD}ΣRD + ĤRDFRTSRF
H
R ĤH

RD (80)

where the equality in (78) is due to the fact that ΔHSR and
ΔHRD are assumed to be independent. Here, TSR is defined
similarly as that in (77):

TSR := EΔ

{
HSRFSF

H
S HH

SR

}
= Tr

{
FSF

H
S ΨSR

}
ΣSR + ĤSRFSF

H
S ĤH

SR.

(81)

Equation (80) is obtained from (79) also as that in (77). For
the off-diagonal matrices, we have

EΔ

{
HSDFSF

H
S HH

SRF
H
RHH

RD

}
= ĤSDFSF

H
S ĤH

SRF
H
R ĤH

RD (82)

and

EΔ

{
HRDFRHSRFSF

H
S HH

SD

}
= ĤRDFRĤSRFSF

H
S ĤH

SD. (83)

For the second and third terms in (18), we have

Tr
{
EΔ

{
σ2
sGHFSC

H
}}

= Tr
{
σ2
sGĤFSC

H
}

(84)

and

Tr
{
EΔ

{
σ2
sCFH

S HHGH
}}

= Tr
{
σ2
sCFH

S ĤHGH
}
. (85)

For the last term in (18), we have Rw as

Rw = EΔ

{[
nD,1(

ĤRD +ΔHRD

)
FRnR + nD,2

]
×[

nH
D,1

((
ĤRD +ΔHRD

)
FRnR + nD,2

)H ]}
=

[
σ2
n,dIM 0
0 Rw,2,2

]
with

Rw,2,2 = σ2
n,rTr

{
FRF

H
RΨRD

}
ΣRD +

σ2
n,rĤRDFRF

H
R ĤH

RD + σ2
n,dIM . (86)

Finally, substituting (76), (84)-(86) into (18) and simplifying
the result, we can then obtain (19).

APPENDIX B
PROOF OF MAXIMUM POWER PROPERTY

Let’s rewrite the MSE matrix as the function of αS in (33)
as

E (αS) = σ2
sC
(
α2
SU

H
S H̃HH̃US + IN

)−1

CH

= σ2
sC
(
σ2
sU

H
S

(
σ−2
n,dĤ

H
SD

(
α−2
S σ2

n,dIM+

σ2
sTr (ΨSD)ΣSD

)−1
ĤSD+

ĤH
SRF

H
R ĤH

RD

(
α−2
S ΔA+ α−2

S A
)−1 ×

ĤRDFRĤSR

)
US + IN

)−1

CH , (87)

where ΔA and A are, respectively defined in (36) and (37).
Note that if E (αS,1)  E (αS,2) for any αS,1 ≥ αS,2,
Tr {E (αS)} is monotonically decreasing on αS . So, we have
to check if E (αS,1)  E (αS,2) for any αS,1 ≥ αS,2. To start
with, we consider the following lemmas:

Lemma 3 [29]: For any two Hermitian matrices, P1 and
P2, if P1 � P2, JHP1J � JHP2J for an arbitrary matrix
J. Here, P1 � P2 indicates that P1 − P2 is a positive
semidefinite matrix.

Lemma 4 [29]: For any two Hermitian matrices, P1 and
P2, P1 � P2 if and only if P−1

1  P−1
2 .

Considering α−2
S ΔA in (87), we have:

α−2
S ΔA = Tr

⎛⎜⎜⎜⎝FR

⎛⎜⎜⎜⎝σ2
s

(
Tr (ΨSR)ΣSR + ĤSRĤ

H
SR

)
︸ ︷︷ ︸

:= ̂H′
SR

̂H′H
SR

+

α−2
S σ2

n,rIR
)
FH

RΨRD

)
ΣRD

+σ2
sTr (ΨSR) ĤRDFRΣSRF

H
R ĤH

RD. (88)

Since ΔA and A are Hermitian matrices and ΔA is a function
of αS . By (36), it is easy to find that

α−2
S,1ΔA (αS,1)  α−2

S,2ΔA (αS,2) , if αS,1 ≥ αS,2. (89)

So, by Lemma 4, we can have(
α−2
S,1ΔA+A

)−1

(αS,1) �
(
α−2
S,2ΔA+A

)−1

(αS,2) ,

if αS,1 ≥ αS,2. (90)

By Lemma 3, we have

M (αS,1) � M (αS,2) , if αS,1 ≥ αS,2, and

M =

(
ĤH

SRF
H
R ĤH

RD

(
α−2
S,2ΔA+A

)−1

×

ĤRDFRĤSR

)
. (91)

Similarly,

N (αS,1) � N (αS,2) , if αS,1 ≥ αS,2, and

N =
(
σ−2
n,dĤ

H
SD×(

α−2
S,1σ

2
n,dIM + σ2

sTr (ΨSD)ΣSD

)−1

ĤSD

)
.

(92)

From (91), (92), Lemma 3 and Lemma 4, we have(
σ2
sC
(
σ2
sU

H
S (M+N)US + IN

)−1
CH
)
(αS,1)


(
σ2
sC
(
σ2
sU

H
S (M+N)US + IN

)−1
CH
)
(αS,2) ,

if αS,1 ≥ αS,2. (93)

Therefore, we have E (αS,1)  E (αS,2) for any αS,1 ≥ αS,2

which implies that Tr {E (αS,1)} ≤ Tr {E (αS,2)} for any
αS,1 ≥ αS,2. Thus, Tr {E (αS)} is monotonically decreasing
on αS .
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APPENDIX C
DERIVATION OF (54)

We first consider a lower bound of the utility function in
(53) given by

det

(
IN +

PS,T

Nσ2
n,d

ĤH
SD×(

σ2
n,dIM +

PS,T

N
Tr (ΨSD)ΣSD

)−1

ĤSD+

PS,T

N
ĤH

SRF
H
R ĤH

RD (ΔA+A)−1 ĤRDFRĤSR

)
≥

det

(
IN +

PS,T

Nσ2
n,d

ĤH
SD×(

σ2
n,dIM +

PS,T

N
Tr (ΨSD)ΣSD

)−1

ĤSD+

PS,T

N
ĤH

SRF
H
R ĤH

RD (ΔA′ +A)
−1

ĤRDFRĤSR

)
.

(94)

The equality holds when ΨRD = βRDIR, ΣRD = γRDIM ,
ΨSR = βSRIN and ΣSR = γSRIR with some scalars βRD ,
βSR, γRD and γSR. As we will see, optimization with the
lower bound is much easier to work with. To prove (94), we
first consider following lemmas:

Lemma 5 [27]: For any two positive semidefinite matrices,
P1 and P2, Tr(P1)P2 ≤ Tr(P1)λmax(P2) where λmax(P2)
indicates the maximum eigenvalue of P2. The equality holds
when (P2) = λmaxI.

Lemma 6 [27]: For any positive semidefinite matrix, P,
λmax(P)I � P.

Lemma 7: For any two positive matrices P1, P2, a positive
semidefinite matrix, K, and an arbitrary matrix, J, if P1 �
P2, then

det
(
K+ JP−1

1 JH
) ≤ det

(
K+ JP−1

2 JH
)
. (95)

Lemma 7 can be easily proved by using Lemma 3
and Lemma 4. Since P1 � P2 and

(
K+ JP−1

1 JH
) (

K+ JP−1
2 JH
)
, (95) results. We now use these lemmas to

prove (94). First, consider ΔA in (94). By Lemma 5, we have

ΔA = Tr

(
FR

(
PS,T

N
Ĥ′

SRĤ′H
SR + σ2

n,rIR

)
×

FH
RΨRD

)
ΣRD

+ σ2
sα

2
STr (ΨSR) ĤRDFRΣSRF

H
R ĤH

RD

 Tr

(
FR

(
PS,T

N
Ĥ′

SRĤ′H
SR + σ2

n,rIR

)
FH

R

)
︸ ︷︷ ︸

≤PR,T

×

λmax(ΨRD)λmax(ΣRD)IM +
PS,T

N
Tr(ΨSR)λmax(ΣSR)ĤRDFRF

H
R ĤH

RD

 PR,Tλmax(ΨRD)λmax(ΣRD)IM +

PS,T

N
Tr(ΨSR)λmax(ΣSR)ĤRDFRF

H
R ĤH

RD. (96)

The last inequality in (96) is due to the relay power constraint.
The equality holds if ΨRD = βRDIR, ΣRD = γRDIM ,
ΨSR = βSRIN and ΣSR = γSRIR. This means that

the channels corresponding to any two antenna pairs are
uncorrelated (the transmit or receive correlation matrix is a
scaled identity matrix). Then, from (96) and (55) we have

(ΔA+A)  (ΔA′ +A) . (97)

Now, let K = IN +
PS,T

Nσ2
n,d

ĤH
SD

(
σ2
n,dIM +

PS,T

N Tr(ΨSD)ΣSD

)−1

ĤSD,

J =
√

PS,T

N ĤH
SRF

H
R ĤH

RD, P1 = ΔA′ + A, and
P2 = ΔA + A. Using Lemma 7, we then obtain the
lower bound in (94) and thus have the optimization (54).

APPENDIX D
DERIVATION OF THE OPTIMAL SOLUTION IN (68)

To solve the optimization problem in (67), we first consider
the corresponding Lagrangian function:

L =

κ∑
i=1

ln

(
1 +

pr,iσ
′′2
sr,iσ

2
rd,i

α+ βpr,iσ2
rd,i

)
+

λ

[
κ∑

i=1

pr,i
(
σ2
n,r +Dsr(i, i)

)− PR,T

]

−
κ∑

i=1

υr,ipr,i (98)

where λ ≥ 0, υr,i ≥ 0 with i = 1, · · · , κ. By the KKT
conditions, for all i, we have

∂L
∂pk

= −
ασ′′2

sr,iσ
2
rd,i

(α+βpr,iσ
2
rd,i)

2

1+
pr,iσ

′′2
sr,i

σ2
rd,i

α+βpr,iσ
2
rd,i

+ λ
[
σ2
n,rDsr(i, i)

]− υr,i = 0

(99)

υr,ipr,i = 0 (100)

λ
[∑κ

i=1 pr,i
(
σ2
n,r +Dsr(i, i)

)− PR,T

]
= 0 (101)

λ, υr,i, pr,i ≥ 0 (102)

Substituting (99) into (100) and considering that pr,i ≥ 0, we
have υr,i = 0. Thus, we have equations (103)-(106), as shown
at the top of the next page.

After simplification, the optimum pr,i can be expressed as
equation (107) shown on the next page, where μ := 1

λ is
chosen to satisfy the power constraint in (67).
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