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Nikola Tesla (1856-1943) prophesied in the 1890s, "In
the twenty-first century, robots will take the place that
slave labor occupied in ancient civilization."

This prophecy is being realized through the continuous
advancements in artificial intelligence (Al) technology.
Initial Al technologies have successfully achieved a
reasonably accurate distinction between images of
dogs and cats. The breakthroughs and developments
in generative artificial intelligence (generative Al) are
increasingly infiltrating our daily lives, steering societal
transformations. As Al technology delves deeper into
deepfakes, it is poised to accelerate our immersion into
the metaverse, ultimately bringing Tesla's prophecy to
fruition.

Deepfake involves the computer-generated
manipulation of videos to create deceptively realistic
images. Utilizing Al technology, it seamlessly substitutes
one individual's face with another's while maintaining
consistency in subtle facial expressions, spanning from
talking to frowning.

This technology employs deep learning algorithms
and extensive training data to produce realistic videos,
challenging viewers to distinguish between authentic
and manipulated images. The process of crafting a
face-swapping video includes the following stages:
Initially, millions of photos featuring two individuals are
analyzed using an encoder. This encoder, functioning
as an Al system, is specifically designed to recognize
and comprehend similarities between the two faces,
streamlining these resemblances into shared features,
and compressing the images.

Afterward, a second Al system, called a decoder,
is employed to restore faces from the compressed
images. You train one decoder to restore the face of the
first person and another decoder to retrieve the face of
the second person since these two faces differ. When
face swapping is required, simply input the encoded
images into the 'other' decoder.

To illustrate, compressed facial images of person A
are fed into a decoder previously trained on person
B. Subsequently, the decoder utilizes the facial
expressions and features of person A to reconstruct
the face of person B. To achieve realistic videos, this
process needs to be applied to every frame in the
footage.

Currently, training models for the facial features of
Person A and Person B, as well as the process of
blending faces in videos, can be accomplished almost
instantly.

Early well-known examples of deepfakes include two
fake videos: one depicting former U.S. President Barack

Obama calling Donald Trump ‘'a total and complete
dipshit,' and another featuring Mark Zuckerberg
bragging about having complete control over stolen
data from billions of individuals. Furthermore, deepfake
videos have been observed in the Ukraine conflict,
and there has also been the creation of adult content
incorporating the faces of well-known celebrities.

Furthermore, deepfake technology can also be applied
to manipulate both audio and images. The majority of
countries prohibit its unauthorized and malicious use
without consent.

Nevertheless, deepfake technology exhibits promise
beyond potential risks in various intriguing and playful
applications. For instance, integrating deepfakes
into the education field could enhance classroom
engagement. Envision a scenario in an English class
where a fictitious celebrity, such as 'Andy Lau,' is
invited to lecture. While the use of deepfakes featuring
real individuals may be deemed unlawful, employing
non-existent personas can prevent legal complications.
Moreover, businesses are involved in developing and
selling deepfake services not only for automated news
reporting but also to reduce costs by minimizing the
involvement of actors. A case in point is a TikTok
video featuring a deepfake of Arnold Schwarzenegger
speaking in Russian, eliminating the need for him to try
learning the Russian language.

While deepfake technology has a broad and varied
range of applications, its usage should be approached
cautiously to prevent misuse and potential adverse
impacts. Employing it in legal, ethical, and creative
manners is essential to unlock the complete potential of
deepfake technology.

Dr. Jason Yi-Bing Lin

Lifetime Chair Professor of the Department of
Computer Science at National Yang Ming Chiao
Tung University and Winbond Chair Professor

Dr. Lin is currently a lifetime chair professor of the
Department of Computer Science at National Yang
Ming Chiao Tung University and Winbond chair
professor. He is an ACM Fellow, IEEE Fellow, AAAS
Fellow and IET Fellow. His research interests include
Internet of Things, mobile computing, and system
simulation. He has developed an Internet of Things
system called loTtalk, which is widely used in smart
agriculture, smart education, smart campus, and
other fields. He has a variety of interests, such as art,
painting, and writing, as well as voyaging through
science, technology, and humanities.






