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Professor Chen Yu earned his doctoral degree at the
University of Rochester. Currently, he is a professor in
both the Department of Psychology and the Center
for Perceptual Systems at The University of Texas at
Austin.

Dr. Yu has been awarded the Marr Prize in Cognitive
Science. During his presentation, he shared his
academic background and explained why he shifted
from computer science to human development
research. Notably, he mentioned that Alan Turing, the
pioneer of computers, developed the Turing test to
simulate human computation, while Jeff Hinton, who
was initially rooted in psychology, developed neural
networks inspired by human neural transmission. A
few years ago, he scrutinized AlphaGo and found
that computers excel at predicting upcoming moves
in a game but struggle with executing corresponding
physical actions, which humans can do effortlessly. Dr.
Yu was motivated by these insights and investigated
the relationship between humans and computers
in learning, and explored the possibility of teaching
computers through human learning methodologies.

The primary distinction in the learning process
between computers and humans lies in the fact
that humans can become skilled at a task with little
experience. They learn through continuous perception
and interaction with their environment. In contrast,
computers necessitate extensive static training
datasets and passively learn through models and
algorithms, resembling the functioning of the human
brain. Therefore, there is still room for improvement
in computer learning. People are discussing whether
we can learn from how humans evolved intelligence to
enhance computer learning.

Dr. Yu's research team has established a simulated
domestic environment with multiple cameras and
sensors to better capture the features of human
development and learning. They have extensively
collected data on parent-child interactions and
toy exploration. After the experiments, the team
annotated objects and human body movements and
reconstructed 3D environments. The gathered data
can now be analyzed using Al to conclude human
learning characteristics. These insights can be further
used for machine learning to improve computer-based
learning.

During the speech, Dr. Yu discussed three

perspectives on how to integrate insights from
human learning into machine learning: 1. Perceptual
Intelligence: The acquisition of first-person vision
is linked to movement. Human attention can be
categorized into two forms. The first form is known as
bottom-up, where attention responds to stimuli. The
second form is top-down, where attention is actively
directed to objects of interest based on human intent.
These two mechanisms operate as independent,
competitive, and collaborative systems. 2. Cognitive
Intelligence: Human learning with limited experiences
involves selecting which experiences to prioritize for
learning, where to focus attention, and how to learn
from chosen data effectively. The primary distinction
from machine learning lies in humans' ability to identify
and select accurate information and recognize and
rectify inaccurate information. 3. Social Intelligence:
Investigating how humans engage in daily multimodal
interactions through body movements. A significant
difference between humans and current machine
learning is that humans utilize various senses to
improve their attention when accomplishing tasks.

Dr. Yu delivers a presentation that explores the
integration of cognitive developmental psychology
and computer science. This integration can help us
understand human learning characteristics by utilizing
machine learning. Additionally, it is remarkable how the
interesting discoveries obtained from observing human
learning can be incorporated into the framework
of machine learning design. The interdependent
relationship between these two fields is closely
interwoven, providing reciprocal benefits, and there
are many unexplored topics to be investigated in the
future.






