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Digital Transformation: New Approach for
Problem-Solving with Custom Large Models

OpenAl's release of GPT-3.5 at the end of 2022 has
sparked a surge in the popularity of large-scale language
models for generative Al, thanks to its ability to engage in
conversations and closely approximate human thought
processes. The fervor around GPT-3.5 arose from
the significant investment of resources poured into its
development, since the first generation. GPT-3 boasts
175 billion parameters, which played a key role in shifting
the training focus from unidirectional data provision to
dialogue mode. In March 2023, OpenAl quickly followed
up with the release of GPT-4, which supported visual
input and image recognition. After intensive parameter
training, Al shifted its focus towards enhancing its ability
to utilize existing data, resulting in the proliferation
of diverse enterprise applications and research
developments.

The use of Large Language Models (LLMs) in generative
Al is rapidly expanding. These models possess powerful
natural language processing capabilities and have the
potential to revolutionize various industries. They are
utilized in smart manufacturing, sustainable development,
knowledge management, and corporate intelligence.
To disseminate the findings of domestic industry,
academia, and research experts in large-scale models,
the Al System Benchmarking and Tuning Lab at National
Yang Ming Chiao Tung University, in collaboration with
the National High-Speed Network and Computing
Center and the Taiwan Artificial Intelligence Association,
jointly hosted the "2023 LLM Technology Exchange
Conference" on August 18, 2023. The conference had
three main themes: "Exploring the Latest Trends in Al
Large Models Development," "Sustainable Operations
and Smart Manufacturing," and "Sharing the Deployment
of Artificial Intelligence in Real-World Practice." About 30

renowned experts from industry, academia, and research
were invited to share their insights and experiences,
along with 27 show booths on-site. The goal was to
collaboratively share and exchange knowledge among
industry, academia, and research communities to
coordinate efforts toward developing Taiwan's indigenous
GPT.

There is a consensus in Taiwan about the development of
large language models. However, creating a customized
large-scale Al model requires considerable time and
financial investment, as well as three core capabilities
from academia, industry, and research: “the academic
community must have algorithm development skills”,
“the enterprises must have the capacity to integrate
knowledge”, and “the professional research institutions
must have efficient computing capabilities”, which are
crucial for competing with international leaders in this
field. Therefore, National Yang Ming Chiao Tung University
proposes the formation of the "Large Model Industry-
Academia Small Alliance" to collaboratively build a large
model that features both shareable mechanisms and
privacy protection.

The establishment of the 'Large Model Industry-
Academia Small Alliance' not only aims to develop Al
platforms catering to the preferences of Taiwanese
users but also intends to facilitate the evolution of large
language models from universal, general-purpose
modules to industry-specific applications. This evolution
enables enterprises to develop their customized
knowledge management systems using scaled-down
versions of large models. By training their own 'enterprise
brains," this initiative sets the stage for the emergence of
numerous industrial prospects in the future, as depicted
in Figure 1.
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Source: Professor Tien-Fu Chen, National Yang Ming Chiao Tung University.
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Figure 2 Efficient Development Process of Large Language Models.

To achieve the goals of the 'Large Model Industry-
Academia Small Alliance," it is crucial that businesses
promptly integrate annotated information derived from
both structured and unstructured data by experienced
professionals, private data, and synthetic data for large-
scale models into knowledge bases to facilitate model
learning during practical deployment in enterprises.

Private data cleaning and integration is the
foundation of the success of large-scale
models

Professor Tien-Fu Chen has highlighted the significance
of data cleaning and integration as a crucial step toward
creating an efficient model. This process comes as
Step 2, followed by pre-training, fine-tuning, and model
optimization. However, the current Large Language
Models (LLMs) suffer from the lack of privatized enterprise
data, specifically technical data, and the issue of
outmoded pre-training data. Therefore, there is growing
anticipation for collaborative efforts with enterprises
toward private data cleaning and integration, ensuring
that LLMs can deliver precise and professional interactive
outcomes.

Figure 2 Efficient Development Process of Large
Language Models.

Integrating private data using Retrieval-based
large language model frameworks

In terms of data synthesis with large-scale models, the
retrieval-based framework of large language models is
primarily utilized to integrate enterprise private knowledge
retrieval with generative models. The Retrieval-
Augmented Generation (RAG) framework within the
retrieval-based framework enables quick and accurate
retrieval of relevant references from databases to provide
concise and understandable responses. Furthermore, it
addresses concerns regarding data security and access
control management by dividing and categorizing data

based on different authorization levels, empowering
enterprises to safeguard confidential information. At
the conference, a practical application of the retrieval-
based framework was presented by NYCU as a RISC-V
knowledge assistant for reference.

Tacit knowledge extraction, annotation, and
Al-customized plugins

The focus of all Al attention has traditionally been on
harnessing the experience and wisdom of senior experts
or mentors to retrieve and annotate both structured and
unstructured knowledge. At the meeting, Academician
Dr. Hsiang-Tsung Kung from Academia Sinica presented
cases illustrating such information extraction using image-
language models. The development of plugins based
on customized experience is a valuable and practical
strategy for Al systems that have reached a certain level
of advancement. During the meeting, Dr. Haopin Wu,
Chief Technology Officer of Goedge.ai Inc., and other
experts shared insights on addressing various corporate
production scenarios. They discussed the selection and
application of customized experience extraction plugins
to convert employees' knowledge into reusable Al tools
for organizations, which can stimulate further reflection.

The '2023 LLM Technology Exchange Conference'
not only offered invaluable insights from industry
experts but also attracted a significant number of
professionals actively seeking solutions. The diverse
participation enriched the event's content and fostered
interdisciplinary exchanges. Essentially, beyond aligning
LLM development with Taiwanese usage patterns,
there exists an expectation that enterprises are capable
of building a financially viable knowledge base while
striking a delicate balance between information security
and intelligence, laying a solid foundation for the future
advancement and utilization of LLMs. For further details,
please visit myLLM.tw.
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