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An Efficient DPA Countermeasure With Randomized
Montgomery Operations for DF-ECC Processor
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Abstract—Nowadays, differential power-analysis (DPA) attacks
are a serious threat for cryptographic systems due to the inherent
existence of data-dependent power consumption. Hiding power
consumption of encryption circuit or applying key-blinded tech-
niques can increase the security against DPA attacks, but they
result in a large overhead for hardware cost, execution time,
and energy dissipation. In this brief, a new DPA countermea-
sure performing all field operations in a randomized Montgomery
domain is proposed to eliminate the correlation between target
and reference power traces. After implemented in 90-nm CMOS
process, our protected 521-bit dual-field elliptic curve (EC) cryp-
tographic processor can perform one EC scalar multiplication
in 8.08 ms over GF (ps21) and 4.65 ms over GF(24°9), re-
spectively, with 4.3% area and 5.2% power overhead. Experi-
ments from a field-programmable gate array evaluation board
demonstrate that the private key of unprotected device will be
revealed within 102 power traces, whereas the same attacks on
our proposal cannot successfully extract the key value even after
106 measurements.

Index Terms—Dual fields, elliptic curve (EC) cryptography
(ECC), power-analysis attacks, security system.

I. INTRODUCTION

LLIPTIC curve (EC) cryptography (ECC), described in

IEEE P1363 [1] and FIPS PUB 186-3 [2], has been
widely applied to provide a confident scheme for information
exchange. For the past several years, many previous works
[3]-[6] have been published for ECC hardware implementation
aiming at the performance improvement. However, even if the
ECC is secure at cryptanalysis, the private data of an unpro-
tected hardware device can be extracted by physical attacks due
to side-channel leakage. The power-analysis attacks, initially
presented by Kocher [7], can reveal the key value by analyzing
the power information of a cryptographic implementation such
as on an application-specified integrated circuit (ASIC), field-
programmable gate array (FPGA), or microprocessor.

During the device processing, simple power-analysis (SPA)
attacks can distinguish the key value through visual inspection
because of the specifically active circuit with direct hardware
scheduling. The double-and-add-always method [8], [9] is usu-
ally used to avoid the variation of power consumption over time.
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However, the differential power-analysis (DPA) attacks [10]
computing the correlation between target power traces and
power model can reveal the key value due to the existence of
key-dependent operations in every round of calculation.

Hiding technique with algorithm-independent dedicated cir-
cuit is a common approach to protect cryptographic processors
from attackers collecting the key-dependent characteristics of
power traces. In [11], a wave dynamic differential logic cir-
cuit with regular routing algorithm is exploited to equalize
the current between rising and falling transitions. However,
more than 200% overhead in area, performance, and power
consumption is added to the unprotected encryption engines.
Switched capacitor [12] is able to isolate the encryption core
from the external power supplies, but this approach results in
50% speed loss for replenishing charge every cycle. In order
to avoid the throughput degradation, a countermeasure circuit
using digital controlled ring oscillators [13] is designed outside
of the critical path. The concept is to generate random noise
power to dominate the power consumption of arithmetic unit,
and then, the correlation peak would not be found even match-
ing the correct key value. However, this demands extra 100%
power overhead for the key-dependent processing element.

At the algorithm level, masking the processed data inde-
pendent of power consumption is another approach to avoid
the DPA attacks. For the ECC schemes, since the scalar of
point calculation is periodic with the point order #F, a key-
blinded technique can be adopted to change the key value
by adding r - #F for every calculation, where r is a random
integer. However, with this method, the throughput overhead
is inevitable due to extending the key length. In [9], the point
calculation of 521-bit key extended with a 32-bit random value
needs 10% more execution time to be carried out than that of
the unprotected approach.

In this brief, we propose a new efficient countermeasure
to overcome the DPA attacks by computing the overall ECC
functions in a randomized Montgomery domain. The feature of
our approach is to mask the intermediate values in not only the
arithmetic but also the temporary register. Thus, it is unneces-
sary to extend the key length, customize the circuit, and modify
the routing algorithm in ASIC or FPGA design flow. Since
our proposed design adopts simple logic circuit to counteract
DPA attacks, the hardware cost overhead could be significantly
reduced, and the maximum operating frequency of the protected
design is the same as that of the unprotected design using the
conventional Montgomery algorithm. In addition, by reducing
the iteration time of the division, which dominates other field
operations in the computation time, the speed can be improved
further.

The remainder of this brief is outlined as follows. DPA
attacks applied on the ECC device are introduced in Section II.

1549-7747/$31.00 © 2012 IEEE
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DPA attacks on an ECC device operating in a specific domain.

Fig. 1.

The proposed countermeasure method and design architecture
are given in Sections III and IV, respectively. Section V shows
the FPGA power measurements and ASIC implementation
results. Section VI concludes this work.

II. DPA ATTACKS ON ECC DEVICE

For the SPA resistance, the double-and-add-always approach
given in Algorithm 1 is adopted to regularly perform the EC
scalar multiplication (ECSM) KP = P + - -- + P, where K is
the m-bit private key and P is a point on ECs. However, the
intermediate values of EC point doubling (ECPD) in Steps 3
and 4 depend on the zero and nonzero bits of the key value.
Hence, with a chosen point P, the key value can be dis-
tinguished by matching the power trace segment of ECPD
calculation.

Fig. 1 shows the scenario of DPA attacks. The power model
can be characterized from two different key bit values by
measuring the device sample before the statistical analysis,
which computes the correlation between the measured target
power traces and the power model. If the target key bit matches
one of the chosen key bits, the correlation value will be larger
than that of the others due to the same operation and processed
data. Through this approach, the overall binary key can be
extracted after 7 — 1 rounds in linear time.

Algorithm 1 Double-and-add-always ECSM

Input: K and P

Output: K P

1.LetP1 <—P,P2<—2P

2. For i from m — 2 to 0 do

3. If K; =1thenP, «— P, + Py, P, — 2P,
4. elseP2<—P1—|—P2,P1<—2P1

5. Return P;

A=a-2"(mod p), where the domain value \ equals the
Hamming weight (HW) of an n-bit random value 7. Note
that n is the maximum field length, and the bit values of
{rn-1,"n-2,...,Tm} are set to zero for preventing A from
exceeding m. Because the proposed method is to randomize
intermediate values in basic modular operations, the double-
and-add-always ECSM shown in Algorithm 1 against SPA at-
tacks can be applied, and there is no need for external parameter
such as point order # E which is not given in several protocols,
including the Diffie-Hellman key exchange [1].

A. RMM

Algorithm 2 shows our proposed randomized Montgomery
multiplication (RMM) which contains two operating steps in
every iteration to change the intermediate domain value N,
and these steps are determined by the ¢th bit of random
value r. If r; =1, the domain value of the output operand
R decreases by one in Step 4; the domain value remains the
same as r; = 0 in Step 5. The functionality can be derived as
follows:

1) For first iteration, the intermediate result of R is (X -
Y)(ro - 271)(mod p).

2) For the second iteration, R becomes ((Xo-Y)(ro -
271)(mod p) + X1 (2 W0 y)) (ry - 271 ) (mod p).

3) Until the mth iteration, the final result of Ris (- - - (((Xp -
Y)(ro - 271)(mod p) 4+ X1 (21 HW o) .y (ry -
271 (mod p) 4 X5(22-HW1.m0) . ¥))(ry - 271) (mod
p> L Xm71(2m—1—HW(7'm,2,.._77-177“0) . Y))(Tm,1 .
271 (mod p) = (Xo - Y - 27 HWm—1,m0) ) (mod p) +
(X1-Y- Q*HW(Tm—l’~~,To)+1)(mod p)+-+
(X1 - Y - 27 HWmtoro)tm=1y(mod p) = X -V -
2~ HW(rm—1.m0) (mod p) = X - Y - 27*(mod p).

Hence, the RMM can be performed in m iterations, the same
as those in conventional Montgomery multiplication [6].

Algorithm 2 Randomized Montgomery multiplication

Input: X, Y, p,and r

Output: R = RMM(X,Y)= X -Y -27*(mod p)
1.LetV =X,R=0,5=Y

2. For i from Otom — 1 do

3. R=R+Vy-S(modp),V=V/2

4. Ifr;=1then R = R/2(mod p)
5 else S = 25(mod p)
6. Return R

III. PROPOSED ALGORITHM AGAINST DPA ATTACKS

The fundamental concept of DPA countermeasure is to
break the dependence between intermediate values and power
traces. For achieving the point calculation, the well-known
Montgomery algorithm is usually adopted to perform the field
arithmetic in a specific domain such that A = a - 2™ (mod p),
where a is in the integer domain and 2™ is the Montgomery
constant with m-bit field length. In this brief, we introduce an
approach to resist the DPA attacks at modular algorithm by
calculating the operands in a randomized Montgomery domain

B. RMD

To achieve the division in Montgomery domain, Kaliski [14]
first proposed an iterative algorithm which needs 2m iterations
of successive reduction, m iterations for degree recovery (re-
duce intermediate domain value \’ to be m as \’ > m), and two
additional Montgomery multiplications with a final modular
reduction p — R. The algorithm presented in [14] is formulated
from identical equations as follows:

(mod p)

(mod p).

Y.-R=-U 2V
Y.S=Vv.2V
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Based on Kaliski’s method, we derive a new random-
ized Montgomery division (RMD) which is described in
Algorithm 3. To directly achieve the division operation with-
out additional multiplication and final modular reduction, our
method is to modify the initial values of (U,V,R,S) to be
(p,Y,0,X) in Step 1 and the RS data path with modular
subtraction in Steps 10, 11, 13, and 14. Then, the identities
become

(mod p)

X1 v .R=U. -2V
(mod p).

X1l.v.s=v.2%

Similar to Algorithm 2, the RS data path between the
Montgomery domain and integer domain is determined by the
ith bit value of r. The domain value of operands R and S
increases by one as r; = 1 and remains the same as r; = 0.

For further reducing the degree recovery phase, the RS
data path turns into dividing values by two in Steps 5, 8, 11,
and 14 to keep the intermediate domain value in A = HW (r)
as ¢ = m. Thus, the identities in Algorithm 3 are given as
follows:

X1Yy.R=U-2V
X1ly.s=v.2V

(mod p)
(mod p)

else X1.v.R=U- -2V
X1ly.s=v.27

If ¢ < m,then {

(mod p)
(mod p).

Before the last iteration, both U and V are one because
the initial values of U and V are relatively prime. Then,
after finishing the iterative operations in Step 2, the values
of (U,V,R,S) become (1,0,X -Y~1.2*(mod p),0). As a
result, the proposed randomized division algorithm requires
only 2m iterations of successive reduction.

Algorithm 3 Randomized Montgomery division

Input: X, Y, p,and r
Output: R = RMD(X,Y) =X -Y~!.2)mod p)
l.LetU =p,V=Y,R=0,8=X
2. While (V > 0) do
If U iseventhen U = U/2
If r; = 1 then S = 25(mod p)
else R = R/2(mod p)
else if V' is even then V = V//2
If ;, = 1 then R = 2R(mod p)
else S = S/2(mod p)
elseif U > VthenU = (U —V)/2
10. Ifr; =1then R = R — S(mod p), S = 25(mod p)
11. else R=(R—.S)/2(mod p)
12. elseV =(V-U)/2
13.  Ifr;=1then S=S5—R(mod p), R=2R(mod p)
14.  else S = (S — R)/2(mod p)
15. Ifi <mtheni=17+1
16. Return 12

e U

Table I shows the expected operation time and the compari-
son with related works on modifying the Montgomery division
algorithm. With randomization capability, Algorithm 3 will also
benefit the hardware design owing to the low latency.

TABLE 1
ANALYSIS OF VARIOUS DIVISION ALGORITHMS

| [ Algorithm 3 | TCAS-T'06 [3] | ESSCIRC'10 [9] |

Iteration Time 2m 2m 3m
Multiplication 0 2~3 0
. Random 2* . .
Domain 0< A< m’ Fixed 2™ Fixed 2™
< AMBA AHB BUS >
DF-ECC .
2D Prime/Poly. reg Wrapper 36x132-bit
DFieldLen reg A} Register File
DKey shift reg A — RFa
’—Pi Address Decoder
\ — RF
Countermeasure — Q
Cirsiiit DF-ECC Control = RFQ,
RFaddr 6, |—
: RFQ
432 GFAU inl Domain Value Refresh | [REWE L — :
b Diree I8 Gravine = R0,
% RF datai 132,
Divisor 2, GFAU funcsel
- Pre-/Post-Process — RFQ,,
Nutiplir 11115, GFAU out Sldueil. o
Subtractor DF-ECC/Field — RFQ:
Arithmetic Functions E RFQr,

Fig. 2. Overall diagram for the DF-ECC processor.
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Fig. 3. Domain flag is to randomly assign operating domain for GFAU.

IV. DPA-RESISTANT DF-ECC PROCESSOR

Fig. 2 shows the block diagram of the proposed dual-field
ECC (DF-ECC) processor with a standard advanced microcon-
troller bus architecture advanced high performance bus inter-
face. For the DPA resistance, all field operations over GF(p)
and GF(2™) are performed by the Galois field arithmetic unit
(GFAU) in a randomized Montgomery domain. The operating
domain is determined by the value in domain shift regis-
ter, which is sourced from a 1-bit random number generator
(RNG) and refreshed before the next ECSM calculation. For
flexibility, we use an all-digital RNG utilizing the cycle-to-
cycle time jitter in free-running oscillators with a synchronous
feedback postprocessor [15]. The overall architecture of DPA
countermeasure circuit is shown in Fig. 3. To efficiently store
the 521-bit operands including EC coefficient and points, a
block memory of register file is exploited. Moreover, in order
to real-time perform the ECC schemes such as signature and
key exchange, the instruction decoder and pre-/postprocess of
domain conversion are combined in our DF-ECC processor.

Fig. 4 shows the detailed GFAU architecture. As the iterative
operations in Algorithm 3 are performed in one cycle, the
critical path is to calculate the results of R or S consisting
of the UV comparison with modular operations. The time-
critical comparison operation U > V achieved by a subtraction
is nearly equal to an addition delay. Since the results of R and S
are irrelevant to the results of operands U or V/, a fully pipelined
stage can be inserted between the UV and RS data paths to
moderate the critical path, where the critical path is the path
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(1) 4+ (2)/(2) in Fig. 4 before/after pipelining. As the UV data
path is determined, then the next cycle is to set the values of
the operands R and S and simultaneously determine the next
case until V' = 0. Although one additional cycle is needed after
pipelining, this is negligible as the operation takes hundreds or
thousands of cycles. The timing flow of pipelined scheme is
shown in Fig. 5. Moreover, to reduce the hardware cost, sym-
metric modular operations such as R = (R — S)/2(mod p)
and S = (S — R)/2(mod p) in Algorithm 3 can be executed
by the same computational unit with a swap logic circuit, which
is to switch the input operands of RS data path. In Algorithm 3,
the RS data path can be classified into two groups: The first
group includes Steps 4 and 5 and Steps 10 and 11, and the
second one consists of Steps 7 and 8 and Steps 13 and 14. The
data flows of R and S are switched as the processing group
is different from the group in the previous cycle. Furthermore,
since the point calculation is a serial field operation, both of the
temporary registers and modular operations can be shared for
the operands V', .S, and R in Algorithm 2 and Algorithm 3. The
modular operations including addition/subtraction and shifting
in the iterative loop can be effectively performed by exploiting
the carry-save adder (CSA) with a carry-propagation adder.
Another benefit is that it can achieve the additive operation for
GF(2™) by circuit integration because the sum of CSAs equals
two bitwise XOR operators.

Since the primary inputs of EC coefficient and points are in
the integer domain, the domain conversion can be performed
by the proposed RMD such that RM D(a,1) = a2*(mod p).
On the other hand, to return the point coordinates in the inte-
ger domain, the RMM can be exploited as RM M (a2*,1) =
a(mod p). For calculating one ECSM in affine coordinates, the
overhead of domain conversion is three RMD and two RMM
operations; both of them can be performed by GFAU to avoid
any precomputation from the host system.
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Fig. 6. (a) Environment of power measurement. (b) Current running through
the ECC processor recorded by measuring the voltage drop via a resistor in
series with the board power pin and FPGA power pin.
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Fig. 7. Correlation coefficients of various target and reference traces obtained
from (a) unprotected Design I and (b) protected Design II with enlarged view.

V. FPGA VERIFICATION AND IMPLEMENTATION RESULTS

Based on our proposed architecture, two different 256-bit
DF-ECC processors are designed on an FPGA verification
platform to evaluate the DPA resistance. The verification en-
vironment is shown in Fig. 6, and the performance results are
given in Table II.

Fig. 7(a) shows the DPA attacks on the unprotected
Design I using the conventional Montgomery algorithm to
reveal the first three bits of key value “101.” From 10 mea-
surements, the correlation coefficients of correct hypothesis
(CC(RH;,TH;)) converge to about 0.6, while those of in-
correct hypothesis (CC(RH;, TH,;)) converge to values below
0.3, where H is the hypothesis of binary key value. Hence,
the key value can be distinguished from a difference of at
least 0.3 in correlation coefficients. In contrast, after collecting
105 power traces from the protected Design II, which uses
randomized Montgomery operations given in Algorithm 2 and
Algorithm 3, the correlation coefficients of correct and incorrect
hypotheses shown in Fig. 7(b) are close to zero and cannot be
scattered. This means that the power model is uncorrelated with
the target power traces, and there is no biased information of
the key value from the differences in correlation coefficients.
Consequently, the statistical analysis of power measurements
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L Ours T ESSCIRC'10 9] £ Ours 1 TCAS-IT09 [5] T [MWSCAS09 [6] T Ours T TCAST06 3] 1
Technology 90-nm 90-nm 90-nm 0.13- ¢ m 0.18-pm Virtex 2 Pro Virtex 2 Pro
Core Arca (mm? 0.58 0.55 0.21 1.44 2.10 . - :
KGalc(s ) 3 70 3% ) o) 2.662 CLB slices 15.755 CLB slices
R—— GIp) G GIp GIeH |Gl GI2h | GIp) [ GFTY GI™) GIQ) GIp)
perating FIed N 7601256 [ 521 ] 163 [ 283 ] 409 | 160] 256 [ 521 | 163 283 [ 409 __160 163 T60 T60 163 236 256
Jmax (MHz) 25612561250 ]270 1263 1263 | 154|147 1321188182 ] 166 277 277 121 146 181 435 39.5
Op. Time (ms) §0.74[1.89]8.08] 0.63]1.95[4.65[1.62| 4.4 ]19.2|1.15]3.33] 82 0.71 0.61 0.61 0.37 1.89 11.1 3.86
AT product 1 1 1 1 1 1 12.08]12.21]2.25]1.73{1.62] 1.67| 1 1 1.95# | 1.38# 3.87# 1 2.15
Energy (mJ/Op.) FMDZ 0.08]0.4510.0210.0810.24]0.11]0.30] 1.12]0.08]0.23 ()_4§| 0.01 0.01 0.04 0.03 0.26 - -
ECSM method _J Double-and-add-always Double-and-add-always J Doublc-and-add-always [Double-and-add/sub] Double-and-add J Double-and-add-always | Doublc-and-add
Resistance I SPA and DPA attacks SPA and DPA attacks J SPA and DPA attacks - - SPA and DPA attacks -

T Post-layout simulation. § M # Tech y scaled

(AT) product = (core area x 1.°) % (op. time x 1), where A =90-nm/technology.

proposed also to immediately carry out the domain conversion
for supporting real-time processing.

The proposed DPA countermeasure approach has been ana-
lyzed on an FPGA platform. Attacks on the unprotected designs
reveal the private key within 1000 power traces, while the key
value of the protected core cannot be extracted after one million
power traces. Circuit overhead for randomly determining the

Fig. 8. ASIC layout view and implementation results compared with related works.
TABLE III
OVERHEAD FOR DPA RESISTANCE

| [ Ows [ (91 [ [0 [ qi2] [ [13] |

Design 521 ECC | 521 ECC | 128 AES | 128 AES S-box

Area 4.3% 10% 210% 7.2% 19%
Op. Time 0 14.0%' 288% 100% 0

Energy 52% 20.8%!"! 270% 33% 120%*

Overhead = Result differences between protected and unprotected circuit % 100%.

Results of unprotected circuit
I Estimated by cycle count x clock period.

II Estimated by operation time X average power.
* Two ring oscillators and one S-box consume 180uW and 150uW,
respectively.

shows that the proposed countermeasure enhances the security
against DPA attacks.

Our proposed 521-bit DF-ECC processor was implemented
by UMC 90-nm CMOS technology. Moreover, to compare with
related works, one 163-bit version of DF-ECC processor and
one 256-bit design over GF(p) were implemented to ASIC
and FPGA, respectively. The layout and implementation results
with comparisons are given in Fig. 8. In terms of area—time
product, our DF-ECC processor outperforms other approaches.
By reducing the division iteration time and randomizing the
intermediate values in field arithmetic without increasing the
key size, our work is at least 40% faster than the previous
521-bit design [9] with comparable hardware complexity. Com-
pared with a four-multiplier-based ECC processor without
power-analysis protection [5], our highly integrated GFAU
architecture achieves competitive speed with 60% less gate
counts. In [6], an unprotected design based on GF(2!03)
and a fixed polynomial is optimized for hardware speed. We
design the ECC processor with dual-field support and apply
the pipelining approach. The throughput achieved is two times
higher than that reported in [6].

For the DPA resistance, our approach is to mask the
processed data uncorrelated with power traces without chang-
ing the logic family and without dominating the power con-
sumption of key-dependent operations. From the comparison
given in Table III, our proposed countermeasure is superior to
others not only in hardware cost but also in energy dissipation.

VI. CONCLUSION

In this brief, we have introduced a new randomized
Montgomery algorithm which is suitable for ECC hardware
implementation against DPA attacks. Without modifying the
logic circuit, the relationship between target power traces and
power model can be broken by performing field arithmetic in an
unpredictable domain. A free precomputation scheme has been

operating domain can be integrated into the system without
speed degradation. By using a UMC 90-nm technology, our
protected 521-bit DF-ECC processor, with 4.3% area and 5.2%
average power overhead, can perform one GF(ps21) ECSM in
8.08 ms and one GF'(2%%9) ECSM in 4.65 ms, respectively. We
believe that both high performance and efficient DPA counter-
measure are achieved in our proposed DF-ECC processor.
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