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Abstract—In this work, we propose three novel indepen-
dently-controlled-gate Schmitt Trigger (IG_ST) FinFET SRAM
cells for sub-threshold operation. The proposed IG_ST 8 T SRAM
cells utilize split-gate FinFET devices with the front-gate devices
serving as the stacking devices, and the back-gate devices serving
as the intermediate node conditioning devices to provide built-in
feedback mechanism for Schmitt Trigger action, thus reducing
the cell transistor count/area and achieving improved static noise
margin (SNM) and better tolerance to process variation and
random variations. 3-D mixed-mode simulations are used to
evaluate the Read static noise margin (RSNM), Write static noise
margin (WSNM), hold static noise margin (HSNM), and Standby
leakage of proposed cells, and results are compared with the
standard 6 T cells and previously reported 10 T Schmitt Trigger
sub-threshold SRAM cells. Compared with the conventional
tied-gate 6 T cell, the proposed IG_ST SRAM cells demonstrate
1.81X and 2.11X higher nominal RSNM at � 0.4 and 0.15
V, respectively. The cell layouts and areas are assessed based on
scaled ground rules from 32 nm node, and the density advantage
over previously reported 10 T Schmitt Trigger sub-threshold
SRAM cells are illustrated. The cell AC performance (Read
access time, Write time, and Read access time versus the number
of cells per bit-line considering worst-case data pattern for
bit-line leakage) and temperature dependence are evaluated, and
shown to be adequate for the intended sub-threshold applica-
tions. Compared with previously reported 10 T Schmitt Trigger
sub-threshold SRAM cells, the proposed cells exhibit comparable
or better RSNM, higher density, and lower Standby leakage
current. 3-D mixed-mode Monte Carlo simulations are performed
to investigate the impacts of process variations ( �� ,���, ��,
and ��) and random variations (Gate LER and Fin LER) on
RSNM, WSNM, and HSNM. Our results indicate that even at
the worst corner, two of the proposed cells can provide sufficient
margin of ratio.

Index Terms—FinFET, low power SRAM, Schmitt Trigger, static
noise margin, sub-threshold SRAM.

I. INTRODUCTION

F OR ultra-low-power applications, such as portable de-
vices, implanted medical instruments, and wireless body

sensing networks, operating circuit below threshold voltage
is an effective solution [1], [2] to reduce static and dynamic
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Fig. 1. Schematic of various FinFET cells: (a) conventional 6 T (6 T), (b)
Schmitt Trigger 10 T (ST1) [3], and (c) Schmitt Trigger 10 T (ST2) [8].

power consumption. However, with the scaling of technology,
the stability of conventional 6 T SRAM cell [see Fig. 1(a)]
deteriorates significantly, especially in sub-threshold operation
[3]–[5]. Due to its superior short channel control, steeper
sub-threshold swing, reduced leakage current, and immunity
to random dopant fluctuation (RDF) [6], [7], FinFET-based
SRAM emerges as a promising candidate for future low-voltage
operation [8], [9].

Various sub-threshold SRAM cells in bulk CMOS have been
proposed to improve cell stability [3]–[5], [10]. In particular,
Schmitt Trigger-based feedback mechanism [3], [10] has been
used to improve the RSNM, Write-ability, and to improve
the tolerance to process variation. As shown in Fig. 1(b) [3]
and (c) [10], these 10 T Schmitt Trigger sub-threshold SRAM
cells (designated as ST1 and ST2, respectively) add stacking
transistors (NL1 and NR1) and feedback transistors [NFL/NFR
in Fig. 1(b), and AXL2/AXR2 in Fig. 1(c)] to provide the
feedback mechanism for conditioning the intermediate node
to raise the cell-inverter trip voltage for rising input, thus
improving RSNM. These cells have been shown to operate at

0.15 V. The Schmitt Trigger feedback mechanism has
also been shown to improve the tolerance to process variations
[3], [10]. With the capability of independent gate control in
double-gate FinFET devices, we propose three novel FinFET
independently-controlled-gate Schmitt Trigger (IG_ST) SRAM
cells (shown as IG_ST1, IG_ST2, and IG_ST3 in Fig. 2(a)–(c),
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Fig. 2. Schematic of proposed Schmitt Trigger-based independently-controlled
gate FinFET cells: (a) IG_ST1, (b) IG_ST2, and (c) IG_ST3.

respectively). These cells utilize split-gate FinFET devices with
the front-gate devices serving as the stacking devices, and the
back-gate devices serving as the intermediate node conditioning
devices to provide built-in feedback mechanism for Schmitt
Trigger action, thus reducing the cell transistor count/area
and achieving improved SNM and better tolerance to process
variations and random variations. In this work, we evaluate
and compare the cell stability, leakage, area, performance, and
tolerance to process variations and random variations of the
proposed cells with conventional 6 T SRAM cell and previously
reported 10 T Schmitt Trigger SRAM cells for sub-threshold
operation using TCAD 3-D mixed-mode simulations [11].
In Section II, the basic operations of the proposed Schmitt
Trigger sub-threshold SRAM cells are described. Section III
investigates the cell RSNM, WSNM, HSNM, and cell leakage
in sub-threshold region. The cell layouts, areas, and cell AC
performance (such as cell Read access time, cell Write time
(Time-to-Write), Read access time versus the number of cells
per bit-line considering worst-case data pattern for bit-line
leakage, and temperature dependence) are assessed based
on scaled ground rules from 32 nm node in Section IV. In
Section V, 3-D mixed-mode Monte Carlo simulations are
performed to evaluate the impacts of local random variations,
notably the Gate line edge roughness (LER) and Fin LER, on
FinFET SRAM stability. The combined effects with process
variations ( , , , and ) are then examined for
overall robustness of cell stability. Our results indicate that
even at the worst corner, two of the proposed cells can provide
sufficient margin of ratio. The conclusion of this paper is
given in Section VI.

II. SCHMITT TRIGGER-BASED FINFET SRAMS

In previous works [3], [10], ST1 and ST2 use Schmitt Trigger
characteristics to enhance RSNM in low voltage operation.
For ST1 [see Fig. 1(b)], the feedback mechanism from NFR
(NFL) that conditions the intermediate stacking node VNR

Fig. 3. Voltage transfer characteristic curves used to calculate SNM: (a) Read
and Hold mode, (b) Write mode, and (c) ST1 in Read mode.

(VNL) is adaptively enabled according to the direction of input
transition (1 to 0, or 0 to 1). During Read operation (assume

), the voltage of VL would rise to
[see Fig. 3(a)] due to the voltage divider effect between AXL
and pull-down transistors (NL1-NL2). If is higher than
the switching threshold [see Fig. 3(a)] of the opposite cell
inverter (PR-NR1-NR2), the data in cell storage nodes would
be flipped, thus causing Read failure. With the Schmitt Trigger
feedback mechanism, the of the inverter (PR-NR1-NR2)
is increased due to: 1) higher VNR node voltage, which is
conditioned to one diode drop below by the
feedback transistor NFR and 2) higher of NR1 owing to
its reverse body-to-source bias (for bulk device). As such,
the RSNM improves and the stored data in VL and VR is
preserved. The detailed voltage transfer characteristics (VTC)
is shown in Fig. 3(c), where the improved RSNM due to
higher can be seen. During Write operation (again assume

), the feedback transistor NFL turns
off. Due to series combination of pull-down transistors NL1
and NL2, the of the inverter (PL-NL1-NL2) is raised to
higher voltage with identical mechanism of writing “1” to “0”,
resulting in better Write margin and Write-ability. The ST2 cell
uses AXR2 (AXL2) to adaptively control cell inverter switching
threshold. The gates of the feedback transistors AXR2 (AXL2)
are connected to word-line to provide a firmer/stronger interme-
diate node conditioning action than that in ST1 where the gates
of NFL (NFR) are connected to cell storage nodes. Moreover,
during Write operation, AXR2 (AXL2) provides extra path to
discharge the cell internal nodes to improve the Write margin
and performance. Therefore, both RSNM and Write-ability are
further enhanced compared with ST1.

Due to the flexibility of independently-controlled-gate (IG)
operation in FinFET structure, the role of the Schmitt Trigger
feedback transistor could be realized from the existing tran-
sistor NR1 (NL1). By splitting the front- and back-gate of NR1
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Fig. 4. (a) FinFET device structure and (b) tied-gate and IG configurations [12].

(NL1), one can use the front-gate as the stacking device, and
the back-gate as the intermediate node conditioning device to
provide built-in feedback mechanism for Schmitt Trigger ac-
tion, thus reducing the cell transistor count/area. Three novel
SRAM cell structures are proposed in this work. IG_ST1 [see
Fig. 2(a)] forms Schmitt Trigger feedback path by connecting
the back-gate of NR1 (NL1) to cell storage node VR (VL).
During Read operation (assume ), the feed-
back mechanism is enabled with the node voltage VNR condi-
tioned to one diode drop below VR by the back-gate of NR1,
thus increasing of the cell inverter (PR-NR1-NR2) and
improving the RSNM. Notice that as VL rises and VR falls,
the feedback (intermediate node conditioning) mechanism be-
comes weaker and the switching slope (steepness) of IG_ST1
cell would degrade. Notice also that split-gate configuration is
used for the access pass-transistor AXL (AXR), so only one gate
is enabled during Read to reduce Read disturb, while both gates
are enabled during Write to improve Write-ability and perfor-
mance. During Write operation (assume ),
due to reduced NL1 strength with its back-gate connected to

, and the series NL1-NL2 pull-down configuration, the
trip voltage of the left cell inverter (PL-NL1-NL2) is raised, thus
further improving the Write-ability.

In IG_ST2 [see Fig. 2(b)], the back-gates of NR1 (NL1)
and AXR (AXL) are connected to the R/WWL. The connec-
tion of the back-gates of NR1 (NL1) to R/WWL provides a
firmer/stronger intermediate node conditioning action, and a
steeper switching transition (since the back-gate of NR1 is
always “High” during Read) than IG_ST1. Furthermore, during
Write operation , due to stronger NL1
with its back-gate always at “High”, its Write-ability is slightly
degraded with respect to IG_ST1 cell.

In IG_ST3 cell [see Fig. 2(c)], the back-gates of NR1 (NL1)
are connected to . Therefore, the cell would preserve the
Schmitt Trigger feedback mechanism even when the R/WWL
and WWL are turned off (i.e., Hold mode). In Read and Write
mode, IG_ST3 cell has the same Schmitt Trigger feedback
mechanism as IG_ST2 cell. Hence, IG_ST3 would have better
HSNM, and the same RSNM and WSNM with IG_ST2 cell.

Fig. 4(a) shows the FinFET device structure studied in this
paper and Fig. 4(b) shows the tied-gate and independently-con-
trolled-gate configurations [12]. Our analyses are based on
FinFET device with cm , 25 nm,

7 nm, 20 nm, and 0.65 nm, consistent

Fig. 5. Comparison of normalized nominal (a) RSNM, (b) WSNM, and (c)
HSNM for different cells.

with the ITRS Roadmap projection. The threshold voltage of
the devices are 0.45 V and 0.45 V.

III. SNM AND STANDBY LEAKAGE OF SUB-THRESHOLD

FINFET SRAM CELLS

The RSNM is defined as the length of maximum square that
can fit inside the butterfly curves in Read mode [13], and the
minimum of and is chosen as the cell RSNM
[see Fig. 3(a)]. The HSNM is defined similar to RSNM with
the cell in Standby (Hold) mode. The WSNM is defined as the
minimum square spanning between the curves in Write mode
[see Fig. 3(b)], and the smaller of and is
chosen as the cell WSNM. Due to the asymmetrical voltage
transfer curves (VTC) for ST1 cell, the corresponding RSNM
is as shown in Fig. 3(c).

In Fig. 5(a), the normalized nominal RSNM of different cells
are compared in sub-threshold region 0.4 V . With
the help of feedback mechanism, Schmitt Trigger-based cells
show significantly better nominal RSNM (35%–81%) than the
conventional 6 T cell. In particular, IG_ST2 and IG_ST3 have
the most significant improvement in nominal RSNM ( 81%)
due to their steeper switching characteristics and reduced .
In Write mode [see Fig. 5(b)], Schmitt Trigger-based cells also
show better nominal WSNM (1% to 33%). The improvement is
most significant for ST2 cell due to its two parallel discharging
paths for cell internal nodes and tied-gate pass-transistor con-
figuration. In Hold mode [see Fig. 5(c)], IG_ST1 and IG_ST2
have slightly lower nominal HSNM due to the split-gate con-
figuration of NL1 (NR1) which slightly degrades the switching
slope (steepness). Notice that IG_ST1 maintains the feedback
mechanism even in Hold mode, as the intermediate node VNL
(or VNR) is still conditioned by the back-gate of NL1 (or NR1)
to one diode drop below the “High” cell storage node. Also
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Fig. 6. Comparison of nominal (a) RSNM, (b) WSNM, and (c) HSNM in
ultra-low voltage operation.

the of the front-gate of NL1 (or NR1) will be lower due to
gate-to-gate coupling. The switching transition also tends to be
soft as the feedback mechanism weakens and eventual dimin-
ishes with the switching transition.

For IG_ST2 in Hold mode, the back-gates of NL1 (and NR1)
are at “Low”, hence there is no feedback mechanism. The
of the front-gates of NL1 and NR1 will be a little bit higher due
to gate-to-gate coupling, thus tends to be a little higher.
The HSNM, however, does not constitute a limitation on SRAM
stability, while RSNM does [13]. IG_ST3 exhibits HSNM com-
parable to (1% better) 6 T cell since it preserves the Schmitt
Trigger feedback mechanism in Hold mode. The stability of the
cells operating at ultra-low voltages is assessed in Fig. 6. It can
be seen that RSNM is most critical for the supply voltage range
from 0.4 V down to 0.15 V. Furthermore, the improvements of
RSNM of the proposed cells over 6 T cell become more signif-
icant as the supply voltage decreases [shown in Fig. 6(a) inset].
For IG_ST2 and IG_ST3 cell, the improvement increases from
81% to 110% as scales from 0.4 to 0.15 V.

Notice that during Write operation, both R/WWL and WWL
are turned on, so both the front- and back-gate of the access
pass-transistor AXL (AXR) are enabled. As such, the half-select
disturb along the selected WL is more serious than the half-
select disturb during Read operation. Notice also that other sub-
threshold SRAM cells, like those in [4] and [5], and previously
reported 10 T Schmitt Trigger sub-threshold SRAM cells [3],
[10] have similar Write half-select disturb constraint. Therefore,
non-bit-interleaving architecture or Byte Writing architecture
should be used to best exploit the improved RSNM of these
sub-threshold SRAM cells.

Fig. 7. Comparison of cell Standby leakage current (at � � 0.4 V) of var-
ious cells.

TABLE I
LAYOUT DESIGN RULES

Fig. 7 compares the Standby leakage current of different cells.
The conditions of cell storage nodes are “Low” and

“High”. Compared with 6 T cell, ST1 and ST2 have
extra leakage path through NFR and AXR2, and therefore ex-
hibit 36% and 19% higher Standby leakage current, respec-
tively. Without extra cell leakage path, IG_ST1 and IG_ST3
show slightly lower leakage (4%) compared with 6 T cell. More-
over, IG_ST2 cell, with the back-gate of the stacking transistor
(NL1/NR1) off in Standby, reduces up to 21% cell leakage cur-
rent compared with 6 T cell.

IV. CELL AREA AND READ/WRITE PERFORMANCE OF

SUB-THRESHOLD FINFET SRAMS

A. Cell Area

Based on published design rules of 32-nm technologies
[14]–[16] and scaling factor from ITRS Roadmap, the cell area
of various FinFET SRAM cells are estimated and compared.
Table I summarizes the pertinent layout design rules used in
this work. In Fig. 8(a), we illustrate the layouts of different cells
and estimate the corresponding area overhead. We establish a
standard 6 T thin-cell layout [17] which requires 4.5 fin pitch
in horizontal dimension and 2 contacted gate pitch in vertical
dimension, and the area is 0.09 m . For ST1 and ST2 cells,
extra feedback [NFL (NFR) and AXL2 (AXR2)] and stacking
[NL1 (NR1)] transistors result in increase of 69% and 50% in
horizontal and vertical dimension, respectively. Furthermore,
extra Metal-2 track is required to connect the internal nodes.
In contrast, our proposed cells could reduce the areas occupied
by the two feedback transistors (horizontal dimension) and
the contacts at NL2 (NR2) drain side (vertical dimension). As
shown in Fig. 8(b), the proposed cells (IG_ST1, IG_ST2, and
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Fig. 8. (a) Various FinFET cell layouts and (b) comparison of cell areas of various FinFET cells.

IG_ST3) can save 30%–39% area compared with ST1 and ST2
cells.

In the following sections, the cell Read access time and Write
time (Time-to-Write) are assessed by 3-D TCAD mixed-mode
transient simulations. The length of bit-line is 128 cells. A ca-
pacitive load is added onto each bit-line to account for the capac-
itance of wires and connected devices. The bit-line wire length
and capacitance for various cells are calculated from the heights
of cell layouts described in Section A.

B. Cell Read Access Time

Fig. 9(a) shows the definition of “cell” Read access time,
which is measured as the time required for developing 50 mV
bit-line differential voltage after the word-line turns on. The
“cell” Read access time strongly depends on the Read current
through the access and pull-down transistors. In Fig. 9(b), we
compare “cell” Read access time of various FinFET SRAM
cells for operating voltages ranging from 0.40 V down
to 0.20 V. For IG_ST1, IG_ST2, and IG_ST3 cells, the reduced
strength of access transistor (with only one-gate on during Read)
benefits the RSNM, but severely degrades the cell Read access
time as compared with 6 T cell in tied-gate configuration (93X

Fig. 9. (a) Definition of “cell” Read access time and (b) comparison of “cell”
Read access time for different FinFET cells operating at various � (128 cells
per bit-line).

slower). However, with the scaling of to 0.2 V, the differ-
ence decreases to 20X. This is because the current driving ca-
pability of the access transistor depends exponentially on the
gate voltage in sub-threshold region and the effect of de-
vice sizing (device width of single-gate mode versus tied-gate
mode) becomes less significant at lower voltage. Notice that
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Fig. 10. (a) Definition of “cell” Write time (Time-to-Write) and (b) comparison
of “cell” Write time of different FinFET cells operating at various � (128
cells per bit-line).

sub-threshold SRAMs typically aim for applications such as im-
plantable devices, medical instruments, and wireless sensor net-
works with operating frequency ranging from several hundred
Hz to several hundred kHz, and power dissipation from W to
tens of Ws. Thus, the Read access times for the proposed cells
appear adequate for the intended application.

C. Cell Write Time (Time-to-Write)

For Write operation, the “cell” Write time is defined as the
time it takes for the voltages of two cell storage nodes to cross
over after the word-line turns on [see Fig. 10(a)]. Fig. 10(b)
compares the Write time of different cells operating at various

. As can be seen, the Write time of these cells are compa-
rable due to the similar configuration of access and pull-up tran-
sistors during Write. The Write times of cell ST1 and ST2 are
slightly larger than other cells at 0.2 V due to their in-
creased node capacitances. Also notice that compared with cell
Read access time, the cell Write time is significantly shorter.

D. Read Access Time With Worst-Case Bit-Line Leakage
Current

In this section, the impact of bit-line leakage, due to the
Standby leakage currents from unselected cells on the se-
lected bit-line pair, on “cell” Read access time is investigated.
Fig. 11(a) illustrates the worst-case data pattern for bit-line
leakage. All unselected cells have the same data which is op-
posite to the selected cell. The solid arrow line symbolizes the
Read current in the selected cell, while the dashed arrow lines
represent the leakage currents from the unselected cells which
rival the Read current. The leakage currents would charge up
the low-going bit-line while discharge the bit-line which is
supposed to be held at “High”. Thus, the bit-line differential
voltage is reduced, resulting in degradation of sensing margin
and speed. Fig. 11(b) shows the dependence of “cell” Read
access time on the number of cells per bit-line. Due to the better
gate control and lower leakage current of FinFET devices,
increasing the number of cells per bit-line from 32 to 256
degrades the cell Read access time by about 5–6X. Thus, the
proposed cells can support adequate number of cells per bit-line
to meet the density requirement with adequate performance
(several hundred Hz to several hundred kHz) for the intended
applications.

Fig. 11. (a) Schematics showing the worst-case bit-line data pattern for leakage
current affecting Read operation. (b) Read access time considering worst-case
bit-line leakage current versus number of cells per bit-line. (c) Read access time
of 512 cells per bit-line (worst-case bit-line data pattern) versus temperature.

It is important to point out that the temperature significantly
affects transistor leakage current (two orders difference from
27 C to 125 C) [18]. Fig. 11(c) shows the Read access time
of 512 cells per bit-line for the worst-case bit-line data pattern
versus temperature. It can be seen that except for IG_ST1 cell
at 125 C, other cells can successfully perform Read opera-
tion across the temperature range. The failure of IG_ST1 cell is
mainly due to its slower sense signal development (longer Read
access time), rendering it more susceptible to bit-line leakage.

V. ANALYSIS OF PROCESS/RANDOM VARIATION FOR FINFET
SUB-THRESHOLD SRAM CELLS

As described in [3] and [10], the feedback mechanism also
provides built-in process tolerance. This is because the feedback
NFET would track the process variation and adjust the feedback
for conditioning the intermediate node accordingly. Using ST1
as an example, at Fast-N (FN) corner, the of the feedback
NFET (NFL/NFR) would be lower, resulting in higher interme-
diate node (VNL or VNR) voltage, thus partially compensating
for the lower of the cell pull-down NFET transistor stacks. In
this section, we describe results from 3-D mixed-mode Monte
Carlo simulations considering the impacts of process variations
and local random variations on cell stability.

Among various local random variation sources, line edge
roughness (LER) has been shown to be the most important
one for FinFET device [19], [20]. It consists of variations from
the deviations of gate length (Gate LER) and fin width (Fin
LER). For LER analysis, a RMS amplitude 1.5 nm and
correlation length 20 nm [19], [20] are assumed. Fig. 12
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Fig. 12. Voltage transfer characteristics of various cells considering Fin LER
from 3-D mixed-mode Monte Carlo simulations.

Fig. 13. Probability distribution of RSNM (at � � 0.4 V) considering (a)
Gate LER and (b) Fin LER for different SRAM cell structures from 3-D mixed-
mode Monte Carlo simulations. (c) � � � curves of independent-gate and
tied-gate mode considering Fin LER from 3-D Monte Carlo simulations (150
samples).

illustrates the butterfly curves (at 0.4 V) induced by Fin
LER of different cells. 3-D TCAD mixed-mode Monte Carlo

Fig. 14. (a) Definition of various process corners. (b) Comparison of ��� for
RSNM of various cells at different process corners combined with local random
variation (Fin LER).

simulations with 100 samples for each case are analyzed [19],
[21]. Fig. 13 compares the probability distribution of the RSNM
(at 0.4 V) of different cell structures induced by Gate
LER [see Fig. 13(a)] and Fin LER [see Fig. 13(b)], respectively.
As can be seen, Fin LER represents the dominating source of
RSNM variation. For Gate LER, the ratios of all Schmitt
Trigger-based cells are well over 30. For Fin LER, the
ratio can be seen to be much smaller than that for Gate LER.
Notice that a ratio of at least around 5–6 is desirable. We
can see that except for IG_ST1 cell , other
Schmitt Trigger-based cells can provide significantly better
margin than that of 6 T . This is because
IG_ST1 cell operating in independent-gate mode has worse
electrostatic integrity than the tied-gate mode [22], and its
nominal RSNM improvement (over 6 T cell) is less significant
than IG_ST2 and IG_ST3 cells due to its softer (less steep)
switching characteristics as discussed in Section II. Fig. 13(c)
shows the dispersion curves considering Fin LER
from 3-D TCAD Monte Carlo simulations with 150 samples.
It clearly shows that independent-gate mode has larger
than tied-gate mode. The results are consistent with the larger

observed in the proposed cells using independent-gate
technique.

In order to evaluate the robustness of these FinFET SRAM
cells under process variations, several process corners are de-
fined in Fig. 14(a). In this work, 20% device parameter devia-
tions are assumed and two most critical device parameters (
and ) are used to characterize fast and slow devices. Three
corners (TT, FNSP, and FPSN) combined with local random Fin
LER are considered in these cells and compared in Fig. 14(b).
It can be seen that FNSP corner exhibits relatively smaller
ratio than other corners, and most cells fail to satisfy the require-
ment of at this corner. Notice that IG_ST2 and IG_ST3
can still provide sufficient margin and show
the best robustness for RSNM under the combined influence of
process and local random variations.
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Fig. 15. (a) RSNM, (b) WSNM, and (c) HSNM sensitivity to process parameter
variations such as � ,� , EOT and� variation (�20% to 20%).

TABLE II
COMPARISONS OF OUR PROPOSED CELLS WITH CONVENTIONAL 6 T AND 10 T

SCHMITT TRIGGER-BASED SRAM CELLS

In addition to RSNM variations described above, the sensi-
tivity of cell stability to device parameters are also as-
sessed. is calculated from the SNM difference by taking

20% device parameter deviations, including , , EOT,
and , i.e., .
The % change in SNM is defined as .
Fig. 15 compares the % change in SNM of various cells during
Read, Write, and Hold operations. In Fig. 15(a), IG_ST2 and
IG_ST3 cells are found to exhibit least sensitivity (smallest %
change in RSNM) to device parameter variations. In Fig. 15(b),
Schmitt Trigger-based cells show slightly better (lower) WSNM
sensitivity. In Fig. 15(c), IG_ST2 shows the worst % change
in HSNM since there is no feedback mechanism during Hold
operation. Among our proposed cells, IG_ST3 cell, with the
strongest feedback mechanism, demonstrates better HSNM
than that in IG_ST1 and IG_ST2 cells. Table II summarizes and
compares several important metrics among conventional 6 T
and Schmitt Trigger based SRAM cells. It can be seen that our
proposed Schmitt Trigger-based independently-controlled-gate

FinFET SRAM cells exhibit superior cell stability even under
the influence of device variations at different process corners.
Moreover, the Standby leakage current of the proposed cells
is lower than other reference cells to meet the requirement of
ultra-low power applications.

VI. CONCLUSION

We proposed three novel Schmitt Trigger-based indepen-
dently-controlled-gate FinFET SRAM cells for sub-threshold
operation, and comprehensively analyzed and compared the
proposed cells with conventional 6 T and previously reported
10 T Schmitt Trigger sub-threshold SRAM cells. Our results
showed significant nominal RSNM improvements in IG_ST2
and IG_ST3 cells (81% over 6 T cell at 0.40 V) without
degrading nominal WSNM and HSNM. At ultra-low-voltage

0.15 V , the nominal RSNM improvement could
reach 110%. The areas of the proposed cells were shown to
be 30%–39% smaller (and cell Standby leakage from 20%
to over 50% lower) than previously reported 10 T Schmitt
Trigger sub-threshold SRAM cells. The cell AC performance
(Read access time, Write time) was assessed using TCAD 3-D
mixed-mode simulations. The proposed cells were shown to
support sufficient number of cells per bit-line and offer ade-
quate performance for the intended sub-threshold applications
under worst-case bit-line data pattern for leakage current. 3-D
mixed-mode Monte Carlo simulations were carried out to
investigate the impacts of process variations and random (LER)
variations on the cell stability. IG_ST2 and IG_ST3 cells were
shown to exhibit sufficient margin even at the
worst corner (FNSP). With enhanced cell stability, reduced cell
area and Standby leakage, adequate performance, and robust
tolerance to process variations and random variations, the
proposed IG_ST2 and IG_ST3 cells are promising candidates
for future ultra-low-voltage sub-threshold applications.

REFERENCES

[1] A. Wang, B. H. Calhoun, and A. P. Chandrakasan, Sub-Threshold De-
sign for Ultra Low-Power Systems. New York: Springer, 2006.

[2] S. Hanson, M. Seok, D. Sylvester, and D. Blaauw, “Nanometer device
scaling in subthreshold logic and SRAM,” IEEE Trans. Electron De-
vices, vol. 55, no. 1, pp. 175–185, Jan. 2008.

[3] J. P. Kulkarni, K. Kim, and K. Roy, “A 160 mV robust Schmitt Trigger
based subthreshold SRAM,” IEEE J. Solid-State Circuits, vol. 42, no.
10, pp. 2303–2313, Oct. 2007.

[4] B. H. Calhoun and A. Chandrakasan, “A 256 kb sub-threshold SRAM
in 65 nm CMOS,” in IEEE ISSCC Dig. Tech. Papers, 2006, pp.
2592–2601.

[5] T.-H. Kim, J. Liu, J. Keane, and C. H. Kim, “A high-density sub-
threshold SRAM with data-independent bitline leakage and virtual
ground replica scheme,” in IEEE ISSCC Dig. Tech. Papers, 2007, p.
330.

[6] E. J. Nowak, I. Aller, T. Ludwig, K. Kim, R. V. Joshi, C.-T. Chuang,
K. Bernstein, and R. Puri, “Turning silicon on its edge,” IEEE Circuit
Devices Mag., vol. 20, no. 1, pp. 20–31, Jan.–Feb. 2004.

[7] E. Baravelli, M. Jurczak, N. Speciale, K. D. Meyer, and A. Dixit, “Im-
pact of LER and random dopant fluctuations on FinFET matching per-
formance,” IEEE Trans. Nanotechnol., vol. 7, no. 3, pp. 291–298, May
2008.

[8] M.-L. Fan, Y.-S. Wu, V. P.-H. Hu, P. Su, and C.-T. Chuang, “Investi-
gation of cell stability and write ability of FinFET subthreshold SRAM
using analytical SNM model,” IEEE Trans. Electron Devices, vol. 57,
no. 6, pp. 1375–1381, Jun. 2010.

[9] J. Kim and K. Roy, “Double gate-MOSFET subthreshold circuit for
ultralow power applications,” IEEE Trans. Electron Devices, vol. 51,
no. 9, pp. 1468–1474, Sep. 2004.



HSIEH et al.: INDEPENDENTLY-CONTROLLED-GATE FinFET SCHMITT TRIGGER SUB-THRESHOLD SRAMs 1209

[10] J. P. Kulkarni, K. Kim, S. P. Park, and K. Roy, “Process variation tol-
erant SRAM array for ultra low voltage applications,” in Proc. Design
Autom. Conf., Jun. 2008, pp. 108–113.

[11] “Sentaurus TCAD, C2009-06 Manual,” Sentaurus Device, 2009.
[12] Y. Liu, M. Masahara, K. Ishii, T. Sekigawa, H. Takashima, H. Ya-

mauchi, and E. Suzuki, “A highly threshold voltage-controllable 4 T
FinFET with an 8.5-nm-thick Si-Fin channel,” IEEE Electron Device
Lett., vol. 25, no. 7, pp. 510–512, Jul. 2004.

[13] E. Seevinck, F. J. List, and J. Lohstroh, “Static-noise margin analysis
of MOS SRAM cells,” IEEE J. Solid-State Circuits, vol. SSC-22, no.
5, pp. 748–754, Oct. 1987.

[14] S. Natarajan, M. Armstrong, M. Bost, R. Brain, M. Brazier, C.-H.
Chang, V. Chikarmane, M. Childs, H. Deshpande, K. Dev, G. Ding,
T. Ghani, O. Golonzka, W. Han, J. He, R. Heussner, R. James, I. Jin,
C. Kenyon, S. Klopcic, S.-H. Lee, M. Liu, S. Lodha, B. McFadden,
A. Murthy, L. Neiberg, J. Neirynck, P. Packan, S. Pae, C. Parker, C.
Pelto, L. Pipes, J. Sebastian, J. Seiple, B. Sell, S. Sivakumar, B. Song,
K. Tone, T. Troeger, C. Weber, M. Yang, A. Yeoh, and K. Zhang, “A
32 nm logic technology featuring 2nd-generation high-k + metal-gate
transistors, enhanced channel strain and 0.171 �� SRAM cell size
in a 291 Mb array,” in Proc. IEDM, 2008, pp. 1–3.

[15] X. Chen, S. Samavedam1, V. Narayanan, K. Stein, C. Hobbs, C.
Baiocco, W. Li, D. Jaeger, M. Zaleski, H. S. Yang, N. Kim, Y. Lee,
D. Zhang, L. Kang, J. Chen, H. Zhuang, A. Sheikh, J. Wallner, M.
Aquilino, J. Han, Z. Jin, J. Li, G. Massey, S. Kalpat, R. Jha, N.
Moumen, R. Mo, S. Kirshnan, X. Wang, M. Chudzik, M. Chowdhury,
D. Nair, C. Reddy, Y. W. Teh, C. Kothandaraman, D. Coolbaugh, S.
Pandey, D. Tekleab, A. Thean, M. Sherony, C. Lage, J. Sudijono, R.
Lindsay, J. H. Ku, M. Khare, and A. Steegen, “A cost effective 32 nm
high-K/metal gate CMOS technology for low power applications with
single-metal/gate-first process,” in Proc. Symp. VLSI Tech., Jun. 2008,
pp. 88–89.

[16] H. Shang, L. Chang, X. Wang, M. Rooks, Y. Zhang, B. To, K. Babich,
G. Totir, Y. Sun, E. Kiewra, M. Ieong, and W. Haensch, “Investigation
of FinFET devices for 32 nm technologies and beyond,” in Proc. Symp.
VLSI Tech., 2006, pp. 54–55.

[17] F. Bauer, K. von Arnim, C. Pacha, T. Schulz, M. Fulde, A. Nackaerts,
M. Jurczak, W. Xiong, K. T. San, C.-R. Cleavelin, K. Schrüfer, G.
Georgakos, and D. Schmitt-Landsiedel, “Layout options for stability
tuning of SRAM cells in multi-gate-FET technologies,” in Proc. ESS-
CIRC, 2007, pp. 392–395.

[18] Y. Taur and T. H. Ning, Fundamental of Modern VLSI Devices. Cam-
bridge, U.K.: Cambridge Univ. Press, 1998.

[19] E. Baravelli, A. Dixit, R. Rooyackers, M. Jurczak, N. Speciale, and K.
D. Meyer, “Impact of line-edge roughness on FinFET matching perfor-
mance,” IEEE Trans. Electron Devices, vol. 54, no. 9, pp. 2466–2474,
Sep. 2007.

[20] S. Yu, Y. Zhao, G. Du, J. Kang, R. Han, and X. Liu, “The impact of
line edge roughness on the stability of a FinFET SRAM,” Semicond.
Sci. Technol., vol. 23, no. 2, pp. 45–53, Feb. 2009.

[21] K. Samsudin, B. Cheng, A. R. Brown, S. Roy, and A. Asenov, “In-
tegrating intrinsic parameter fluctuation description into BSIMSOI to
forecast sub-15 nm UTB SOI based 6 T SRAM operation,” Solid-State
Electron., vol. 52, pp. 86–93, 2006.

[22] Z. Lu and J. G. Fossum, “Short-channel effects in independent-gate
FinFETs,” IEEE Electron Devices Lett., vol. 28, no. 2, pp. 145–147,
Feb. 2007.

Chien-Yu Hsieh was born in Hsinchu, Taiwan, in
1985. He received the B.S. degree from the De-
partment of Electrical Engineering National Chung
Hsing University, Taichung, Taiwan, in 2008, and
the M.S. degree from the Department of Electronics
Engineering, National Chiao Tung University,
Hsinchu, Taiwan, in 2010.

Ming-Long Fan (S’09) was born in Taichung,
Taiwan, in 1983. He received the B.S. degree from
the Department of Electrical and Control Engi-
neering and the M.S. degree from the Department
of Electronics Engineering, National Chiao Tung
University, Hsinchu, Taiwan, in 2006 and 2008,
respectively, where he is currently pursuing the
Ph.D. degree in the Institute of Electronics.

His current research interests include design and
modeling of Subthreshold SRAM in scaled/ex-
ploratory technologies.

Vita Pi-Ho Hu (S’09) was born in Changhua,
Taiwan, in 1982. She received the B.S. degree from
the Department of Materials Science and Engi-
neering, National Chiao Tung University, Hsinchu,
Taiwan, in 2004, where she is currently pursuing the
Ph.D. degree in the Institute of Electronics.

Her research interests include analysis and
design of ultralow power SRAMs in nanoscaled
technologies.

Pin Su (S’98–M’02) received the B.S. and M.S. de-
grees in electronics engineering from National Chiao
Tung University, Hsinchu, Taiwan, and the Ph.D. de-
gree from the Department of Electrical Engineering
and Computer Sciences, University of California at
Berkeley.

From 1997 to 2003, he conducted his doctoral
and postdoctoral research in silicon-on-insulator
(SOI) devices at Berkeley. He was also one of the
major contributors to the unified BSIMSOI model,
the first industrial standard SOI MOSFET model

for circuit design. Since August 2003, he has been with the Department of
Electronics Engineering, National Chiao Tung University, where he is currently
a Full Professor. He has authored or coauthored over 120 research papers
in refereed journals and international conference proceedings. His research
interests include silicon-based nanoelectronics, modeling and design for
exploratory CMOS devices, and device/circuit interaction and cooptimization
in nano-CMOS.

Ching-Te Chuang (S’78–M’82–SM’91–F’94)
received the B.S.E.E. from National Taiwan Univer-
sity, Taipei, Taiwan, in 1975 and the Ph.D. degree in
electrical engineering from University of California,
Berkeley, CA, in 1982.

From 1977 to 1982, he was a Research Assistant
with the Electronics Research Laboratory, University
of California, Berkeley, where he worked on bulk and
surface acoustic wave devices. He joined the IBM T.
J. Watson Research Center, Yorktown Heights, NY,
in 1982. From 1982 to 1986, he worked on scaled

bipolar devices, technology, and circuits. He studied the scaling properties of
epitaxial Schottky barrier diodes, did pioneering works on the perimeter effects
of advanced double-poly self-aligned bipolar transistors, and designed the first
sub-nanosecond 5-kb bipolar ECL SRAM. From 1986 to 1988, he was Manager
of the Bipolar VLSI Design Group, working on low-power bipolar circuits, high-
speed high-density bipolar SRAMs, multi-Gb/s fiber-optic data-link circuits,
and scaling issues for bipolar/BiCMOS devices and circuits. Since 1988, he has
managed the High Performance Circuit Group, investigating high-performance
logic and memory circuits. Since 1993, his group has been primarily respon-
sible for the circuit design of IBM’s high-performance CMOS microproces-
sors for enterprise servers, PowerPC workstations, and game/media processors.
Since 1996, he has been leading the efforts in evaluating and exploring scaled/
emerging technologies, such as PD/SOI, UTB/SOI, strained-Si devices, hybrid
orientation technology, and multi-gate/FinFET devices, for high-performance
logic and SRAM applications. Since 1998, he has been responsible for the re-
search VLSI technology circuit co-design strategy and execution. His group has



1210 IEEE TRANSACTIONS ON VERY LARGE SCALE INTEGRATION (VLSI) SYSTEMS, VOL. 20, NO. 7, JULY 2012

also been very active and visible in leakage/variation/degradation tolerant cir-
cuit and SRAM design techniques. He took early retirement from IBM to join
National Chiao-Tung University, Hsinchu, Taiwan, as a Chair Professor in the
Department of Electronics Engineering in February 2008. He has authored many
invited papers in international journals such as the International Journal of High
Speed Electronics, the PROCEEDINGS OF IEEE, the IEEE Circuits and Devices
Magazine, and the Microelectronics Journal. He holds 38 U.S. patents with an-
other 14 pending. He has authored or coauthored over 300 papers.

Dr. Chuang was a recipient of an Outstanding Technical Achievement Award,
a Research Division Outstanding Contribution Award, 5 Research Division
Awards, 12 Invention Achievement Awards from IBM, and the Outstanding
Scholar Award from Taiwan’s Foundation for the Advancement of Outstanding
Scholarship for 2008 to 2013. He served on the Device Technology Program

Committee for IEDM in 1986 and 1987, and the Program Committee for Sym-
posium on VLSI Circuits from 1992 to 2006. He was the Publication/Publicity
Chairman for Symposium on VLSI Technology and Symposium on VLSI
Circuits in 1993 and 1994, and the Best Student Paper Award Sub-Committee
Chairman for Symposium on VLSI Circuits from 2004 to 2006. He was
elected an IEEE Fellow in 1994 “For contributions to high-performance bipolar
devices, circuits, and technology”. He was the corecipient of the Best Paper
Award at the 2000 IEEE International SOI Conference. He has presented
numerous plenary, invited, or tutorial papers/talks at international conferences
such as International SOI Conference, DAC, VLSI-TSA, ISSCC Micropro-
cessor Design Workshop, VLSI Circuit Symposium Short Course, ISQED,
ICCAD, APMC, VLSI-DAT, ISCAS, MTDT, WSEAS, VLSI Design/CAD
Symposium, and International Variability Characterization Workshop.


