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Conventional near-field acoustical holography (NAH) is generally based on the free-field

assumption, which can cause errors when interfering sources are present in practical environments.

To cope with this problem, previous research suggested a combined pressure-velocity approach for

NAH that provides certain advantages to rejection of interferences. This paper revisits this idea in a

broader context of optimal array design and examines the feasibility of using unidirectional

microphones in each channel of the array such that the robustness of inverse reconstruction is

enhanced against interfering sources. As indicated in the simulation, the numerical noise in finite

difference estimation of particle velocity can nullify the advantage of the well-conditioned

velocity-based reconstruction. In the proposed approach, the characteristics of each array channel

consisting of two microphones are tailored by taking into account not only the directivity, but also

the robustness against self-noise. An objective function based on directivity index and white noise

gain is exploited in a linear quadratic optimization of a two-element end-fire array. The proposed

optimal array is validated in conjunction with the equivalent source model (ESM) -based NAH

through numerical simulations, with an interfering source positioned behind the array. The results

have shown the directive optimal array has yielded improved quality of images in comparison with

conventional approaches in the presence of an interfering source and sensor noise.
VC 2012 Acoustical Society of America. [http://dx.doi.org/10.1121/1.4734238]
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I. INTRODUCTION

In noise control engineering, identification of potential

noise sources is a key step to noise diagnostics. Sound field

reconstruction using microphone arrays has emerged as a

useful tool for noise source identification by visualizing

sound fields radiated by noise sources.1–3 Microphone array

techniques fall into two categories: Near-field acoustical hol-

ography (NAH)4,5 and far-field beamforming.6,7 Planar Fou-

rier NAH was introduced in the 1980s by Williams and

Maynard.5 Since then, many alternative methods have been

developed to cope with applications in more general and

complicated scenarios.

In past years, many methods have been developed to

extend the planar Fourier NAH for non-stationary noise8 and

arbitrarily shaped sources.9–14 The Helmholtz equation least

squares method suggested by Wu15 used a representation of

the sound field by using spherical harmonics. Another

approach using different field representation named equiva-

lent source methods (ESM) was also utilized for near-field

source imaging. ESM represents the sound field radiated by

sources with arbitrary geometry by using a distribution of

discrete point sources.16–19 A recent development of ESM-

based NAH using multichannel inverse filtering was the

near-field equivalent source imaging.20–22 Comprehensive

coverage of NAH can be found in the monograph by Wil-

liams23 and a recent tutorial paper by Wu.24

Conventional NAH is generally based on the free-field

assumption, which can cause errors when interfering sour-

ces are present in the test environments such as a live room

and a car cabin. Recently, NAH based on measurement of

sound pressure, particle velocity, and their combination

were compared by Jacobsen and Liu25 and Zhang et al.26

Microflown sensors were employed to measure particle

velocity in their study.27 As they have demonstrated, the

so-called combined p-u technique had better conditioned

propagation matrices and thus attained better reconstruction

quality, as compared with the pressure-based NAH. Along

the same line, this paper aims to develop a NAH technique

that is applicable in the scenarios where interfering sources

are present. Instead of the costly microflown sensors, we

examine the feasibility of using less expensive micro-

phones and finite-difference method to estimate particle
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velocity. However, the finite-difference method is

extremely susceptible to sensor mismatch and noise.28,29 In

order to enhance the robustness of measurement against

interfering sources and noise in the application of NAH,

this paper re-examine this issue in a broader context of

optimal directional arrays. Specifically, each channel of the

NAH array is designed with unidirectional characteristics,

which is sensitive to sounds from only the front direction,

in an attempt to suppress the interferences from the other

directions especially from the rear side. In the approach,

the directivity of each array channel consisting of two

microphones is tailored by taking into account not only the

directivity, but also the robustness against self-noise. Our

methodology takes advantage of design criteria of end-fire

two-microphone arrays,30,31 in pursuit of the optimal bal-

ance between directional response and white noise gain for

two microphones in each channel.32 An objective function

based on directivity index and white noise gain of a two-

element end-fire array is exploited in the design of an opti-

mal array. The proposed optimal array was investigated

alongside the conventional p-, u-, and pu-based26 arrays

through a series of numerical simulations for ESM-based

NAH, where an interfering source positioned at the rear of

the array and self-noise are present.

II. THEORETICAL BACKGROUND

The source imaging method used in this work is the

equivalent source method, which is a meshless collocation

technique for discretizing integral equations.30 In ESM, the

sound field is represented by a distribution of virtual simple

sources such as monopoles and dipoles. A linear system of

matrix equations with source strengths as the unknowns can

be obtained. The source strengths are calculated using

Tikhonov regularization, which serves as the basis for recon-

structing the acoustic variables on the source surface. The

method using this procedure is referred to as the ESM-based

NAH in the paper.20,33

A. The ESM-based NAH using p-u probes

A pu-based ESM suggested by Zhang et al. is reviewed

as follows.26 With ESM formulation the pressure vector pa

at the measurement positions can be related to the source

strength vector q by

pa ¼ jq0ckGapq; (1)

where q0 is the mass density of the medium, c is the speed of

sound, k ¼ x=c is the wave number, x is the angular fre-

quency, and Gap is a complex transfer matrix comprised of

Green’s functions j ¼
ffiffiffi
1
p

,

Gap ¼
1

4pr
e�jkr; (2)

where r is the distance between the measurement point and

the source

q̂ ¼ 1

jq0ck
Gþappa; (3)

where q̂ is the estimated source strength vector and Gþap

denotes the pseudo-inverse matrix of Gap. Once the source

strength vector is calculated, the pressure and the normal

velocity on the surface of the source can be reconstructed

as

ps ¼ jq0ckGrpq̂; (4)

uns ¼ Grvq̂; (5)

where ps and uns are the reconstructed pressure and normal

velocity vectors on the surface of the source, and Grp and

Grv are the corresponding complex transfer matrices.

The NAH based on sound pressure measurement is

called the p-based method in line with the terminology used

in Ref. 26 Alternatively, particle velocity measurement can

be used as the input to NAH. In this approach, the transfer

relation reads

una ¼ Gavq; (6)

where una is the normal particle velocity vector at the mea-

surement positions and Gav is the corresponding transfer

matrix. Once q̂ is determined, sound pressure and particle

velocity can be reconstructed by using Eqs. (4) and (5). In

Ref. 25 particle velocity measured by microflown sensors

is used as the input to NAH. This approach is called the

u-based method.

A modified approach referred to as the pu-based

method, which combines pressure and velocity reconstruc-

tions is proposed in Ref. 26 The source estimated strength

vector q̂ is obtained by the mean of source strengths recon-

structed by pressure and particle velocity measurements,

q̂ ¼ 1

2

1

jq0ck
Gþappa þGþavua

� �
: (7)

The pu-based method performs the p-based method and

the u-based method when an interfering source is present at

the rear of the array. In effect, the pu-based method is a

cardioid microphone that has greater frontal gain than the

rear, whereas the p-based method and the u-based method

akin to an omni-microphone and a dipole microphone has

symmetric patterns on two sides of the array.

B. Measurement of particle velocity

An alternative method of measuring particle velocity to

the microflown sensor is through the finite difference

approximation of the pressure gradient. By Euler’s equation,

particle velocity at the x direction is

u ¼ j

q0x
@p

@x
; (8)

which is proportional to the pressure gradient. By using the

two-point finite difference method, particle velocity can be

approximated as

u ¼ j

q0x
@p

@x
� j

q0x
p2 � p1

Dx
; (9)
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where p1 and p2 are pressure measurements at two adjacent

points and Dx is the associated spacing. Alternatively, a

higher order approximation can be obtained by using the

four-point finite difference method.34

The four-point finite difference method presented in the

paper is based on numerical differentiation. Given four dis-

crete sample points ðx0; p0Þ, ðx1; p1Þ, ðx2; p2Þ, and ðx3; p3Þ,
where x denotes the sensor position and p denotes the meas-

ured sound pressure, Lagrange interpolation enables the pres-

sure field to be approximated by a third-order polynomial35

LðxÞ ¼
X3

j¼0

pj‘jðxÞ; (10)

where

‘jðxÞ ¼
Y

0�m<3
m 6¼j

x� xm

xj � xm
(11)

and x0 ¼ 0, x1 ¼ Dx, x2 ¼ 2Dx, and x3 ¼ 3Dx with Dx being

the interelement spacing. As such, the expression of particle

velocity u at the center ðxc ¼ 1:5DxÞ can be derived in light

of the momentum equation,

u ¼ j

q0x
@p

@x
� j

q0x
p0 � 27p1 þ 27p2 � p3

24Dx
: (12)

Despite the simplicity, the finite difference approximation

is prone to numerical noise inflicted by the subtraction opera-

tion. To see this effect, a noise analysis of the finite difference

approximation is carried out for velocity reconstructed suing

the ESM-based NAH on a planar rectangular piston. For clean

signals, the relative error of velocity obtained using NAH

with particle velocity input approximated by the finite differ-

ence method is lower than that of the velocity obtained using

NAH with pressure input, as has been demonstrated in Ref.

25. However, if the pressure signals picked up by micro-

phones are corrupted by self-noise with 40 dB signal-to-noise

ratio (SNR), the error of the finite difference approximation is

considerably higher than the results of the NAH with pressure

input and even exceeds 300% below 500 Hz, as shown in

Fig. 1. Phase mismatch leads to larger error than magnitude

mismatch, as shown in Fig. 2. It is this drawback of the finite

difference approximation that motivates the development of

the optimal two-microphone directive end-fire array. In the

following, we use only the two-point approach in the numeri-

cal verification mainly because the results have shown that

the four-point approach was unable to improve the velocity

estimation accuracy significantly over the two-point approach,

which was already very sensitive to the self-noise and

mismatch of microphones.

C. Differential microphone array

In fact, the aforementioned u- and pu-based methods are

closely connected to first-order differential microphone array

(DMA). To capture only the essence of DMA, we assume a

plane wave field for simplicity,

piðrÞ ¼ Ae�jkrcosh; (13)

where A is amplitude, r is position vector, r ¼ jrj, h is the

subtending angle between r and the wave vector of the plane

wave. According to the Euler equation, the particle velocity

at the r direction can be expressed by taking the pressure

gradient of the incident plane wave,

urðrÞ ¼
j

q0x
@pi

@r
ðrÞ ¼ j

q0x
½�jk cos h piðrÞ�

¼ 1

q0c
cos h piðrÞ; (14)

which displays a dipole characteristic. If we equalize Eq.

(14) with q0c and combine the pressure gradient with the

pressure measurement, we obtain

pDðrÞ ¼
1

2
piðrÞ þ

q0c

2
urðrÞ ¼ ð0:5þ 0:5 cos hÞpiðrÞ;

(15)

FIG. 1. (Color online) The relative error (%) of particle velocity recon-

structed using ESM-based NAH with 40 dB SNR white noise.

FIG. 2. (Color online) The relative error (%) of particle velocity recon-

structed using ESM-based NAH with 5� phase mismatch and 1% magnitude

mismatch at 40 dB SNR. The input signal is band-limited white noise.
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which displays a cardioid characteristic. The frequency-

independent directivity patterns explain why the pu-based

approach outperforms the u based approach in rejecting

interfering sources from the rear of the array in the results of

Zhang et al.26

We can generalize the preceding argument to a broader

context by linearly combining a pressure microphone

(monopole) and an equalized gradient microphone (dipole)

with a weighting parameter a1 to form a first-order DMA.

That is,

pDðrÞ ¼ a1pmðrÞ þ ð1� a1Þ
jc

x
@p

@n
ðrÞ

¼ ½a1 þ ð1� a1Þcos h�piðrÞ; (16)

where ð@p=@nÞðrÞ is the pressure gradient and n is the unit

vector pointing to the dipole direction.

Therefore, the associated directivity function is

Hðx; hÞ ¼ a1 þ ð1� a1Þ cos h: (17)

With some manipulations, it can be shown, with a1 ¼ 0:25,

that the first order that maximizes directivity index (DI) is

the hypercardioid array. A hypercardioid attains the maxi-

mum DI 6.0 dB and the 105� beamwidth (3 dB).

Despite the frequency-independent directivity, prior

research has shown that DMAs are extremely sensitive to

mismatch and noise of sensors when the spacing is small. A

sensitivity function for an nth-order dipole case was

derived27

KD �
nþ 1

ðkdÞn ; (18)

where n ¼ 1 is the order of the DMA, d is the microphone

spacing, and kd � 1. Therefore, it is generally impractical, if

not impossible, to implement a high-order DMA with unduly

small spacing due to mismatch and noise of transducers.

D. Optimal two-microphone directive end-fire array

The forging design approach focuses on only the direc-

tional response of the array, which can likely result in noise-

susceptible arrays. The design of array systems is all about

achieving the optimum tradeoff between directivity versus

white noise gain for the application in question. In this sec-

tion, we shall examine the issue from a more general per-

spective. Consider an M-element array with coefficient

vector w. Two performance measures are based on the array
gain (ratio of the SNR at the array output called the output
SNR to the SNR observed at a single element called the input
SNR) subject to different types of noise.32

The first performance measure, DI, is the array gain due

to isotropic acoustical noise as follows:

DI ¼ 10 log
jwHaj2

wHRvvw
; (19)

where Rvv denoted an isotropic noise coherence matrix

defined as

fRvvgmn ¼
sin½ðm� nÞkd�
ðm� nÞkd

; m; n ¼ 1; 2;…;M:

(20)

The second performance measure, white noise gain

(WNG), is due to spatially uncorrelated noise, such as

sensor’s self-noise as in our case,

WNG ¼ 10 log
jwHaj2

wHw
; (21)

which can be regarded as a measure for robustness against

sensor noise. Further, if we impose the so-called distortion-
less constraint

jwHaj ¼ 1; (22)

the WNG of array reduces to

WNG ¼ jw
Haj2

wHw
¼ 1

kwk2
2

: (23)

That is, the lower the WNG, the larger the norm of array

coefficient vector.

Array design that attains high DI normally comes at

the price of low WNG. For instance, the “delay and sub-

tract” action of a DMA results in substantial cancellation

of signals, especially in the low frequency range. There-

fore, there is a tradeoff between the gain in directivity (DI)

with improved sidelobe behavior and loss in robustness

against self-noise (WNG), or equivalently, increase in the

norm of array coefficients. As an intuitively appealing

approach, we here aim for an optimal compromise between

directivity and robustness by weighting the reciprocals of

the DI and WNG of the array, in light of the aforemen-

tioned linear quadratic optimization (with dB definition

suppressed).

min
w

1

DI
þ e

1

WNG

� �
¼min

w

wHRvvw

wHaðh0ÞaHðh0Þw

�

þ e
wHw

wHaðh0ÞaHðh0Þw

�

¼min
w

wHðRvvþ eIÞw
wHaðh0ÞaHðh0Þw

� �

¼max
w

wHaðh0ÞaHðh0Þw
wHðRvv þ eIÞw

� �
; (24)

assuming axisymmetry and 0 < e < 1 is a parameter that

weights DI versus WNG. In our case of a two-element end-

fire array ðh0 ¼ 0�Þ,

aðh; /Þ ¼ ½1 eijdcosh�T ; (25)

Rvv ¼
1

sin kd

kd
sin kd

kd
1

2
64

3
75: (26)
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Solving the problem of Eq. (17) leads to the following opti-

mal solution of array coefficients:

wSD ¼
ðRvv þ eIÞ�1

aðh0Þ
aHðh0ÞðRvv þ eIÞ�1

aðh0Þ
: (27)

Incidentally, this result turns out to be identical to the

superdirective array obtained by Bitzer and Simmer.31 The

optimal trade-off between DI and WNG (or coefficient

norm) is the physical insight underlying the action of regula-

rization in the context of array design. By varying the param-

eter e between 0 and 1, we have an array at two extremes

corresponding to the superdirective array with maximum DI

and the delay-and-sum beamformer with maximum WNG.

Figure 3 shows DI, WNG, and coefficient norm of a two-

element end-fire array with e raging from 0.0001 to 10. The

larger the parameter e, the more robust is the array at some

expense of directivity. In this work, we choose e¼ 0.01 for

the array design in numerical simulations, such that the array

not only rejects interfering sources but also increases the

robustness against sensor noise and mismatch.

E. Performance comparison of two-microphone
arrays

In the section, we selectively compare the performance

of four designs of two-microphone directive arrays on a one-

channel basis. The array is of the “filter-and-sum” architec-

ture, as illustrated in Fig. 4.

The first array is the p-based array in which sound pres-

sure is estimated by the mean of the pressure data picked up

by two microphones in each channel,

FIG. 3. (Color online) Performance index curves of a two-element optimal

array, plotted with the weighting parameter e¼ 0.0001–10. (a) DI, (b)

WNG, and (c) coefficient norm.

FIG. 4. (Color online) Microphone array architecture. (a) The coordinate

system and (b) the block diagram of a filter and sum array.
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pðxÞ ¼ p1ðxÞ þ p2ðxÞ
2

; (28)

where p1ðxÞ and p2ðxÞ are pressure data picked up by the

front microphone and the back microphone in a channel of

the array. The second array is the u-based array in which

particle velocity is estimated by the aforementioned two-

point finite difference method. The third array is the pu-

based array in which sound pressure and particle velocity

are estimated as the previous two approaches. The fourth

array is the optimal array designed using the preceding lin-

ear quadratic approach with weighting parameter e¼ 0.01.

Figure 5 shows the directional channel responses of all

arrays at 1 kHz. As expected, the p-based array is nearly

omni-directional; the u-based array exhibits the figure-eight

pattern of a dipole; the pu-based array exhibits the pattern

of a cardioid. All but the p-based array have more frontal

pickup than rear pickup. Unlike the other three arrays, how-

ever, the directional response of the optimal array is

frequency-dependent, as depicted in Fig. 6. The optimal

array’s frontal pickup is greater than that of the rear above

�500 Hz. Inspection of the directivity patterns of the

above-mentioned arrays, we may expect that, except for the

p-based array, the three other arrays are capable of rejecting

the interfering sources, especially those from the rear of the

array.

However, directivity is not the only design factor one

needs to take into consideration. Figure 7 shows the DI,

WNG, and the coefficient norm, plotted versus the dimen-

sionless parameter kd of each array. The p-based array is

omni-directional (DI¼ 0 dB). Both the u-based array and the

pu-based array achieved identical DI¼ 4.8 dB. DI of the

FIG. 5. (Color online) The polar

plots of directivity pattern at 1 kHz of

(a) p-based array, (b) u-based array,

(c) pu-based array, and (d) optimal

array.

FIG. 6. (Color online) The directivity pattern of the optimal array, plotted

versus angle and frequency. The color bar is expressed in linear scale.
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optimal array increases monotonically with frequency. We

can clearly see the conflicting trends in DI, WNG, and coef-

ficient norm for all array designs. As will be shown in the

following presentation, the design in pursuit of a single

objective generally results in degradation, or even failure, in

either performance or robustness of NAH.

III. NUMERICAL AND EXPERIMENTAL
INVESTIGATIONS

In order to examine the feasibility of the directive two-

microphone end-fire array in the application to NAH,

numerical simulations are undertaken to examine the effects

of interference and self-noise on the quality of image recon-

structed by the ESM-based NAH. Figure 8 illustrates the

arrangement of the numerical simulation. The reconstruction

plane is located at z¼ 0 m and interpolated to 200	 200 grid

points. The microphone arrays are located at z¼ 0.05 m and

distributed with the same 6	 5 grid points with lattice spac-

ing 0.05 m (0.146k at f¼ 1 kHz). The distance of reconstruc-

tion is also 0.05 m. The equivalent source plane is located at

z¼�0.025 m and distributed with the same 6	 5 grid

points. Therefore, the retreat distance is 0.073k at f¼ 1 kHz.

The source plane is located at z¼ 0 m and distributed with

6	 5 grid points. In the NAH simulation, we are targeted at

two point sources located at (0.15 m, 0.05 m, �0.025 m) and

(0.05 m, 0.2 m, �0.025 m), respectively. Random noise

band-limited to the frequency 1 kHz serves as the target

source signal. Another point source is placed at (0.1 m,

0.125 m, 0.15 m), which is 0.1 m behind the array, to inter-

fere with the microphone measurement. In the NAH recon-

struction, the sampling rate is selected to be 8 kHz. A low

pass filter with cutoff frequency 1 kHz is used for anti-

aliasing. Signal picked up by each microphone channel is

corrupted with uncorrelated random noise such that the SNR

is 40 dB.

Figure 9 summarizes the velocity reconstructed by using

the ESM-based NAH with various inputs obtained using the

p-based, the u-based array, the pu-based array, and the opti-

mal array. The velocity reconstructed by the p-based array in

Fig. 9(a) shows two target sources. The quality of velocity

reconstructed by the u-based array in Fig. 9(b) is worse than

that of the preceding p-based result. The velocity recon-

structed by the pu-based array in Fig. 9(c) shows two target

sources, the reconstruction quality is between the p-based

and u-based arrays. Finally, the quality of velocity

FIG. 7. (Color online) Performance index curves of four two-element arrays

used in the simulated. (a) DI, (b) WNG, and (c) coefficient norm.

FIG. 8. (Color online) The arrangement of NAH system, where d is the

microphone spacing, L is the distance of reconstruction (DOR), Lr is

retreated distance, and df is the spacing of focus point.
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reconstructed by the optimal array in Fig. 9(d) is similar to the

velocity reconstructed by the pu-based array. The results have

shown that the optimal array helps improve the robustness

against interfering sources, as well as uncorrelated self-noise,

which is an appealing feature in particular when NAH is

applied in real-world scenarios where interferences are present.

In addition to numerical simulations, experimental

investigations are conducted in the revised paper to further

manifest that the optimal tradeoff between DI and WNG is

indeed the key to the success of practical implementation of

the directional NAH. All settings including the positions of

target sources and the interferer are identical to those used in

the simulation. A uniform rectangular array (20 cm	 25 cm)

was constructed for the experimental verification of the pro-

posed approach, as shown in Fig. 10(a). Each channel was

fitted with two microelectromechanical systems (MEMS)

microphones [Knowles SPM0410HR5H-PB (Knowles Elec-

tronics, Itasca, IL)], which totals 30	 2 channels in the

array. Three small loudspeakers with uncorrelated 6 s seg-

ments of white noise input were used to simulate two target

sources and one rear interferer, as shown in Fig. 10(b). Data

acquisition and processing were implemented on the plat-

form of LABVIEW and PXI system of National Instruments
VR

(Austin, TX) with 8 kHz sampling rate. The experiment was

performed in a 6 m	 3 m	 3 m anechoic room.

The image reconstructed by the p-based method in Fig.

10(c) showed two target sources, with an undesired shadow

at the lower left due to the interference. The quality of image

reconstructed by the u-based method in Fig. 10(d) was con-

siderably worse than that of the preceding p-based result,

where the target sources were completely missed. Although

the image reconstructed by the pu-based method in Fig.

10(e) showed two target sources, the source on the lower

right was markedly displaced. Last, the quality of image

reconstructed by the proposed optimal directional array in

Fig. 10(f) is significantly better than all preceding results.

The two target sources are clearly visible and the impact due

to interference is virtually negligible.

FIG. 9. (Color online) Simulation of the velocity image reconstructed by the ESM-NAH using (a) p-based array, (b) u-based array, (c) pu-based array, and (d)

optimal array. Two target sources and the interfering source at the center placed 0.1 m behind the microphone array is indicated (source: D, interferer: 	).
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IV. CONCLUSIONS

In this work, a two-layer directive microphone array

has been developed for NAH applications. Unidirectional

microphones are installed in each channel of the array such

that the performance of inverse reconstruction can be

enhanced without being compromised by interfering sour-

ces. Issues regarding channel directional performance and

robustness against noise, in comparison with a previous

research, are examined. As indicated in the simulation, the

FIG. 10. (Color online) Experiment of surface velocity reconstruction by the ESM-NAH. (a) Construction of the miniature MEMS directional array, (b) the

loudspeaker used as the target sources and the interferer, (c) velocity reconstructed by the p-based method, (d) velocity reconstructed by the u-based method,

(e) velocity reconstructed by the pu-based method, and (f) velocity reconstructed by the optimal array. Two target sources and the interfering source at the cen-

ter that is placed 0.1 m behind the microphone array is indicated (source: D, interferer: 	).
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numerical noise in finite difference estimation of particle

velocity can nullify the advantage of the well-conditioned

velocity-based reconstruction. Performance measures DI

and WNG (or coefficient norm) are trade-offs. Channel

array filters have been designed, with the aid of a linear

quadratic optimization technique. In the proposed

approach, the characteristics of each array channel consist-

ing of two microphones are tailored by taking into account

not only the directivity (DI) but also the robustness against

self-noise (WNG). An objective function based on directiv-

ity index and WNG is exploited in the design of an optimal

two-element end-fire array.

The proposed optimal array is validated in conjunction

with the ESM-based NAH through numerical simulations,

with an interfering source positioned behind the array. The

results have shown the directive optimal array has yielded

significantly improved quality of images in comparison with

the previous approaches including the p-based method, the

u-based method and the pu-based method, in the presence of

an interfering source and sensor noise.
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