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Abstract— We derive new upper and lower bounds on the fad-
ing number of non-coherent multiple-input single-output (MISO)
fading channels of general (not necessarily Gaussian) regular
law with spatial and temporal memory. The fading number is
the second term, after the double-logarithmic term, of the high
signal-to-noise ratio (SNR) expansion of channel capacity.

In case of an isotropically distributed fading vector it is proven
that the upper and lower bound coincide, i.e., the general MISO
fading number with memory is known precisely.

The upper and lower bounds show that a type of beam-forming
is asymptotically optimal.

I. INTRODUCTION

It has been recently shown in [1], [2] that, whenever the
matrix-valued fading process is of finite differential entropy
rate, the capacity of non-coherent multiple-input multiple-
output (MIMO) fading channels typically grows only double-
logarithmically in the signal-to-noise ratio (SNR).

This is in stark contrast to both, the coherent fading channel
where the receiver has perfect knowledge about the channel
state, and to the non-coherent fading channel with non-regular
channel law, i.e., its differential entropy rate is not finite. In
the former case the capacity grows logarithmically in the SNR
with a factor in front of the logarithm equal to the minimum
of the number of receive and transmit antennas [3].

In the latter case the asymptotic growth rate of the capacity
depends highly on the specific details of the fading process.
In the case of Gaussian fading, non-regularity means that the
present fading realization can be predicted precisely from the
past realizations. However, note that in any practical system
the past realizations are not known a priori, but need to be
estimated either by known past channel inputs and outputs
or by means of special training signals. Depending on the
spectral distribution of the fading process, the dependence of
such estimations on the available power can vary largely which
gives rise to a huge variety of possible high-SNR capacity
behaviors: it is shown in [4], [5], and [6] that depending on the
spectrum F(-) of the non-regular Gaussian fading process, the
asymptotic behavior of the channel capacity can be varied, e.g.,
double-logarithmic, logarithmic, or a fractional power thereof.

Similarly, Liang and Veeravalli show in [7] that the capacity
of a Gaussian block-fading channel depends critically on

I'This work was supported in part by the National Science Council under
NSC 94-2218-E-009-037.

1-4244-0504-1/06/$20.00 ©2006 IEEE

the assumptions one makes about the time-correlation of the
fading process: if the correlation matrix is rank deficient, the
capacity grows logarithmically in the SNR, otherwise double-
logarithmically.

In this paper we will only consider non-coherent channels
with regular fading processes, i.e., the capacity at high SNR
will be growing double-logarithmically. To quantify the rates at
which this poor power efficiency begins, [1], [2] introduce the
fading number as the second term in the high-SNR asymptotic
expansion of channel capacity. Hence, the capacity can be
written as

C(sNR) = log(1 + log(1 + SNR)) + x + o(1) @)
where o(1) tends to zero as the SNR tends to infinity, and
where x is a constant, denoted fading number, that does not
depend on the SNR.

Explicit expressions for the fading number are known for
a number of fading models. For channels with memory, the
fading number of single-input single-output (SISO) fading
channels is derived in [1], [2] and the single-input multiple-
output (SIMO) case is derived in [8], [2].

The fading number of the multiple-input single-output
(MISO) fading channel has been derived in general only for
the memoryless case [1], [2]:

xip(H") = sup {logm + E[log [ H')?] — h(H'))}. (2)

lI%[l=1

Here H™ denotes the transpose of the vector H. This fading
number is achievable by inputs that can be expressed as the
product of a constant unit vector in C"T and a circularly
symmetric, scalar, complex random variable of the same law
that achieves the memoryless SISO fading number [1], [2]

xip(H) = logm + E[log|H|*] — h(H), 3)
and the memoryless SISO fading number with partial® receiver
side-information S

xip(H|S) = logm + E [log |H|*] — h(H|S). “)

2A random variable S is said to contain only partial information about H
if h(H|S) > —oo. Since we assume that E[|H|?] < oo, this is equivalent
to assuming I(S; H) < oo.
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Hence, the asymptotic capacity of a memoryless MISO fad-
ing channel is achieved by beam-forming where the beam-
direction is chosen not to maximize the SNR, but the fading
number.

In [9], [10] Koch & Lapidoth investigate the fading number
of MISO fading channels with memory where the fading
process is Gaussian. For the case of a mean-d Gaussian
vector process with memory where {Hjy — d} is spatially
independent and identically distributed (spatially IID) with
each component being a zero-mean, unit-variance, circularly
symmetric, complex Gaussian process, the fading number is
shown to be?

XGauss, spatially 11D ({H;; })
. 1
= ~1+1log|[d|* ~ Ei(~[|d[) +1og ., (5)

where €2 denotes the prediction error when predicting one of
the components of the fading vector based on the observation
of its past.

Furthermore, Koch & Lapidoth derive an upper bound to the
fading number for the general Gaussian case, i.e., for a mean
vector d, {H) — d} is a zero-mean, circularly symmetric,
stationary, ergodic, complex Gaussian process with matrix-
valued spectral distribution function F(-) and with covariance
matrix K. Assuming that the prediction error covariance matrix
Y is non-singular (regularity assumption) they show that
— Ei(—d?) +log M, (6)

Omin

XGauss({H};}) <-1+ IOg dz

where
d, = max 7|d52‘ ;
© T ixli=1 Nar(Hix)'
omin denotes the smallest eigenvalue of ¥; and where || - ||
denotes the Euclidean operator norm of matrices, i.e., the
largest singular value.

In this paper we extend these results to general (i.e., not
necessarily Gaussian) fading channels.

The remaining of this paper is structured as follows: after
introducing the channel model in detail in the following
section we will present the main results, i.e., a new upper
and lower bound on the MISO fading number, in Section III.

We then specialize these results to the case of isotropically
distributed fading processes in Section IV and to Gaussian
fading in Section V. For isotropically distributed fading we
will show that the upper and lower bound coincide. In the
Gaussian case we shall derive the above mentioned results of
Koch & Lapidoth as special cases of our bounds.

We conclude in Section VI.

)

II. THE CHANNEL MODEL

We consider a MISO fading channel whose time-k output
Y, € C is given by

Y = Hjx + Zi, (3

3Note that all results in this paper are in nats.

where x;; € C™ denotes the time-k channel input vector;
where the random vector Hj, denotes the time-£ fading vector;
and where Zj, denotes additive noise. Here C denotes the com-
plex field, C"T denotes the nr-dimensional complex Euclidean
space, and nr is the number of transmit antennas. We assume
that the additive noise is an IID zero-mean white Gaussian
process of variance o2 > 0, i.e., {Z} ~1ID Ng(0,0?).

As for the multi-variate fading process {H}, }, we shall only
assume that it is stationary, ergodic, of finite second moment
E[|[Hx||?] < oo, and of finite differential entropy rate

P{HLY) 2 lim %h(Hl, CLHY) S -0 (9)

(the regularity assumption). Neither transmitter nor receiver
knows the realization of the fading vector; they only know its
law.

Finally, we assume that the fading process {Hjy} and the
additive noise process {Z;} are independent and of a joint
law that does not depend on the channel input {x}.

As for the input, we consider two different constraints: a
peak-power constraint and an average-power constraint. We
use £ to denote the maximal allowed instantaneous power in
the former case, and to denote the allowed average power in
the latter case. For both cases we set

&
SNR £ —.

o (10)
The capacity C(SNR) of the channel (8) is given by
1
C(sNR) = lim —sup ! (X};Y7") (11

n—oo N,

where the supremum is over the set of all probability distri-
butions on X7 satisfying the constraints, i.e.,

|Xx||? <&, almost surely, k=1,2,....n (12)
for a peak-power constraint, or
1 n
EZE[||xk||2] <& (13)
k=1

for an average-power constraint.
Specializing [1, Theorem 4.2], [2, Theorem 6.10] to MISO

fading, we have
lim (14)
SNRToo

{C(SNR) —loglog SNR} < 0.

The fading number x is now defined as in [1, Definition 4.6],
[2, Definition 6.13] by

x({HL}) £ lim

SNRToo

{C(SNR) — log log SNR}. (15)
Prima facie the fading number depends on whether a peak-
power constraint (12) or an average-power constraint (13) is
imposed on the input. Since a peak-power constraint is more
stringent than an average-power constraint, we will derive
the upper bound using the average-power constraint and the
lower bound using the peak-power constraint. In case of an
isotropically distributed fading process we shall see that both
constraints lead to identical fading numbers.
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III. MAIN RESULTS

We first state a new upper bound to the fading number of
a MISO fading channel:

Theorem 1: Consider a non-coherent MISO fading channel
with memory (8) where the stationary and ergodic fading
process {Hj} takes value in C™ and satisfies h({Hy}) >
—oo and E[[|[H|?] < occ. Then, irrespective of whether a
peak-power constraint (12) or an average-power constraint (13)
is imposed on the input, the fading number X({H }) is upper-
bounded by

X({H;}) < sup { log 7 + E[log [Hjxo ]

— h(H% | {2} a6

where %, £ ” ” denote a vectors of unit length.
Proof: The proof is rather long and in part pretty
technical. We therefore give here only an outline.

Similar to the proof of the SIMO fading number with
memory [8], [2] we need a lemma that limits the possible
joint input distributions on X, ..., X,, to such under which
each random vector X, has the same law with an average
power equal to the constraint £. Note that we are not allowed
to assume a stationary input a priori because—even though
it feels very natural—we are not aware of any proof showing
that the capacity-achieving input distribution of a stationary
channel is stationary. The lemma does not prove this either,
but at least it allows us to restrict the input to have the same
marginals.

Unfortunately, the proof is complicated by the fact that this
lemma does not guarantee equal marginals for the time epochs
k on the border of a block. However, these edge effects wash
out once we let the blocklength n tend to infinity.

The proof then proceeds as follows: the mutual information
between joint input and joint output is split up into a term
describing the memoryless case and a term that takes care of
the memory:

lim L 7(X7 VM) < im lzn: (I(X V)

(X (HIX L [ XE)).a7)

Here X, denotes the unit vector HX T Note that the memory
in the fading process cannot be fully exploited because the
receiver has only one antenna, i.e., it only gains the knowledge
about the fading vector when it is multiplied with a beam-
direction.

The first term in the sum is then further upper bounded as
follows:

I(Xy; Vi) = I(Re;s HL X Ry + Zi)

+I(Xy; Hi X R + Zi | Ry)  (18)
< CSISo,nD,H:H;Xk ()
+ I(Xp; HL X Ry + Z1 | R),  (19)

where Ry stands for || Xy and where Cggyp oprx, (€)
denotes the capacity of a memoryless SISO fading channel
with fading H = H}CX;Q. Note that due to the stationarity
of {Hj} and to the fact that we may restrict ourselves to
inputs with equal marginals, this SISO capacity actually does
not depend on time. The total bound on the MISO capacity,
however, still does:

n

) 1
C(€) < lim sup — E (Cslso,nD,H=HLXk (&)
e Qxp T
€q. marg.

+1(Xp; H Xy Ry + Zi | Ry,)
+ (X (HX ] [XD)). 20)

This is partially mended in a next step: it is shown that the
capacity-achieving input distribution can be written as IID
blocks of a given fixed length « 4 1 independent of n. This
allows us to get rid of the limit of n. We then let the power
tend to infinity in order to be able to invoke the fading number
of a SISO fading channel. Note that for this we need to swap
a supremum and a limit which needs justification. The bound
now looks as follows:

x({H})
< 71 Y 1
< sup ogm
Qsy K14
eq. marg ’
I 2
+E [108; I HX (4) mod (n+1)] }

- h(HBX(H+]) mod (k+1) | HT_1X(%71+J-) mod (k+1)s
. aHT—K,X((H»j) mod (k+1)> XS)) . (21)

From this the result follows by replacing the supremum over
the distribution of XS by the supremum over all possible
values of X§ and then let s tend to infinity. |

Next we state a lower bound to the fading number:

Theorem 2: Consider a non-coherent MISO fading channel
with memory (8) where the stationary and ergodic fading
process {Hy} takes value in C" and satisfies h({Hy}) >
—o0 and E[||Hy||?] < co. Then the fading number x ({H},})
is lower-bounded by

({H }) > sup { logm + E [log |HB§(|2}

P | S e5)

— h(H)%

where X = denotes a vector of unit length.
Moreover, t{ns lower bound is achievable by IID inputs that
can be expressed as the product of a constant unit vector X €
C"" and a circularly symmetric, scalar, complex IID random

process { X} such that
log | Xx|* ~ U ([loglog €, log £]) . (23)

Note that this input satisfies the peak-power constraint (12)
(and therefore also the average-power constraint (13)).
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Proof: We only give an outline of the proof. The details
are omitted.
The lower bound is based on the assumption of a specific
input distribution which is chosen to be of the form

X=X % 24)

where X is a deterministic unit vector (the beam-direction)
and where {X}} is IID circularly symmetric satisfying (23).
This choice is motivated by our intuition which tells that for a
stationary channel model a stationary input should be sufficient
for achieving the capacity and by the fact that in the SISO
and SIMO case such an IID input actually suffices to achieve
capacity at high SNR [1], [2], [8]. Hence, this choice for { X} }
achieves the fading number of the SISO fading channel

Vi = (HX) - Xi + Zy (25)

with fading process { Hy,} = {H].x}. The lower bound is then
derived by proving

> (X Ve | {HI}ZY).
k=1

(X5 Y7") = (26)

S|

1
n
Here the approximation is due to some correction terms that
will tend to zero once we let the power tend to infinity.
Therefore, letting the power grow to infinity and using the

fading number (4) of a memoryless SISO fading channel with
side-information, we get

x({HL}) = xuo (Hpx | {H}%}, ). 27

IV. SPECIAL CASE OF ISOTROPICALLY DISTRIBUTED
FADING

We next consider the special case of isotropically distributed
fading processes, i.e., for every deterministic unitary ny X nr
matrix U

H, £ UH,, (28)

«Z s

where we use to denote equal in law. In this case we
have the following corollary:

Corollary 3: Consider a non-coherent MISO fading chan-
nel with memory (8) where the stationary and ergodic fading
process {Hj} takes value in C"7, satisfies h({Hy}) > —o0
and E[||H||?] < oo, and is isotropically distributed. Then
the upper bound (16) and the lower bound (22) coincide and
the fading number x5 ({H}}) is given by

Xiso({HE}) = logm + E [log [Hpe[]
— h(He|{Hje},2_.) (29)

where € is any deterministic unit vector.
Proof: This result follows immediately from Theorem 1

and 2 by noting that for any &
Hlé ZHUé =H¢& (30)

where the first equality in law follows from (28) and the
second equality by defining a new unit vector & = UTé. Note

that for the MISO case isotropically distributed is equivalent
to rotation commutative in the generalized sense as defined in
[1, Definition 4.37] or [2, Definition 6.37]. [ |

V. SPECIAL CASE OF GAUSSIAN FADING

In this section we assume that the fading process {Hy} is a
mean-d Gaussian process such that {H) —d} is a zero-mean,
circularly symmetric, stationary, ergodic, complex Gaussian
process with matrix-valued spectral distribution function F(-),
and with covariance matrix K. Furthermore, we assume that
the prediction error covariance matrix ¥ is non-singular (reg-
ularity assumption).

A. Upper Bound for Gaussian Fading

We start with a new derivation of the upper bound (6) based
on Theorem 1. We will see that (6) is in general less tight than
(16).

We start by loosening the upper bound (16) as follows:

x({H}})
< sup {logw + E [log [Hj%o|*] — h(Hj%o)

+ h(Hj%o) — h(Hj%o | {HEﬁe}Zi_oo)} G

< sup { log = + E [log [H}%o|*] ~ h(Hj%o) }

X0
+ sup I(Hyko; {H %}, ). (32)
%0
In [1, Corollary 4.28], [2, Corollary 6.28] it has been shown
that the IID MISO fading number (2) for Gaussian fading is

given by
xH") = sup {logﬂ' +E {log |HT)A<’2} — h(Hch)} (33)

= —1+logd? — Ei(—df) (34)

where d, is given in (7). This proves the equivalence of the

first supremum in (32) with the first three terms of (6). It
therefore only remains to prove that

K
sup I(Hpx; {H)x},2_ ) <log u» (35)

min
where opin is the smallest eigenvalue of the prediction error
covariance matrix . To this goal note that

sup I (Hyx; {Hjx}, ! )
x

< sup I (Hpx; {H %}, HZL) (36)
= s;p I(Hy%HZL) 37
— sup {h(HBf{) — h(H% H:},o)} (38)
= s;p {log (rex'Kx) — h(Hjx |HZL))}  (39)
< s;p log (rexKx) — inf h(Hix|HZL). 40)

To compute the second term in (40), we express the fading
Hy as Hy = Hy + Hg with Hj being the best estimate of H
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based on the past realizations. Note that the remaining error
Hy ~ Nc(0,X) is independent of Hy and H~._. Hence

h(Hpx |HZL) = h((H) + H)X |HZL) @D
= h(Hjx|HZL) (42)
— h(H}R) 43)
= log (ﬂekTZk) . (44)

The bound (35) now follows from the Rayleigh-Ritz Theorem
[11, Theorem 4.2.2], [2, Theorem A.9]

min X' X = opin, (45)
xX
and the definition of the Euclidean norm of matrices
max % Kx = maxx7STSx = max ||Sx|? = ||S||* = | K]
X xX xX
(46)

Note that this bound is overly optimistic regarding the
memory: the bound is based on the idea that the receiver can
get some estimate on the channel state vector based on the
knowledge of all past state vectors. It ignores the fact that we
have a MISO channel where the receiver only has a single
antenna and therefore never receives the channel state vector
H,, as a whole, but only as a summed up version HLX,C.

B. Spatially IID Gaussian Fading

We next specialize the assumptions to the case where
{H,} = {H), — d} is a spatially IID process where each
component is a zero-mean unit-variance circularly symmetric
complex Gaussian process of spectral distribution function
E(-). For this case we will now present a new derivation of
the result (5) based on our new bounds.

Note that we cannot apply Corollary 3 here: even though
{H,} is isotropically distributed, {H}} is not due to its mean
vector d. However, the term [ (HB&O; {HZ)A(@}Z:{OO) does not
depend on the particular choice of x;:

I(Hyxo; {Hi%e},2 )

= I(H{%o — d'%o; {H}%, —d"%,}, ) (47
= I(Hyxo; {Hj%e} ') (48)
= I(Hye; {Hje},! ) (49)
= I(H® (Y ) (50)
= log = 51)

Eq. (5) now follows from (34), Theorems 1 and 2 by noting
that g
b'q

max —————— = max |d'x| = ||d]|.

%=1 \/Var(H}, %) chH=1| =l

VI. DISCUSSION & CONCLUSION

We have derived two bounds for a MISO fading channel of

general law including memory. Both bounds show the same

structure involving the maximization of a deterministic beam-

direction %, which suggests that beam-forming is optimal at

high SNR. However, one has to be aware that the beam-

direction is not chosen to maximize the SNR, but to maximize

the fading number.

(52)

The differences between the upper and lower bound lies in
the details of the maximization: while in the lower bound one
single direction unit vector X is chosen for all time, the upper
bound allows for different x;, for different times k.

We are convinced that the lower bound is actually tight:
intuition tells that for our stationary channel model a stationary
input should be sufficient for achieving the capacity. As a
matter of fact in the SISO and SIMO case it has been shown
that actually an IID input suffices to achieve capacity at high
SNR [1], [2], [8]. Furthermore, considering the symmetry in
the upper bound (21), the last step in the proof of the upper
bound seems not tight. Unfortunately, we haven’t been able
yet to show that the supremum in (21) is achieved by an IID
input.

In the case of isotropically distributed fading the particular
choice of direction has no influence on the fading process and
therefore the upper and lower bounds coincide.

In the case of Gaussian fading we could show that the
bounds presented in [9] and [10] are special cases of the new
bounds presented here, where the new upper bound (16) is in
general tighter than (6).

The success of further attempts on deriving the MISO fading
number precisely will be crucial to the investigation of the
fading number of general MIMO fading channels.
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