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Abstract—A low power pulsed edge-triggered latch based on 
the static edge-triggered latch (ETL) is presented for survivor 
memory (SMU) unit of Viterbi decoder for low power high 
speed wireless local area network (WLAN) applications. By 
reducing clock loading and transistor number, the proposed 
low swing static ETL has less clock loading, smaller cell area 
and power-delay product compared to traditional master-slave 
register. Moreover, a stage-reduced SMU is introduced later 
for saving both area and power consumption. The proposed 
low swing static ETL and stage-reduced SMU are designed and 
simulated in TSMC 0.13um standard CMOS process, and the 
operating clock frequency is at 1GHz. 

I. INTRODUCTION 
In modern digital communication systems, information is 

required to be transmitted at high data rates especially in 
wireless local area network (WLAN) [1]. It will result in 
increasing power dissipation and system complexity. Besides, 
for enhancing system performance, an efficient error-control 
code is often employed. Convolutional codes have been 
exploited widely in communication systems, which provide a 
superior error correction capacity while maintaining a 
reasonable coding complexity. Viterbi algorithm is one of 
the optimal solutions for decoding convolutional codes with 
the modest computing resource [2-3]. However, as the 
requirement of high transmission rate increasing power 
dissipation of the system, the error-control mechanism also 
becomes an additional part of power dissipation in system 
implementation. In modern digital communication very 
large-scale integration (VLSI) design, power dissipation 
issue has become more important than the past because of 
two reasons: one is the limited battery life of portable mobile 
systems and the other is the high cost of packaging and 
cooling requirement for reliability in deep submicron 
technology. These phenomena suggest us to build systems 
with low power feature [4]. 

The Viterbi decoder is constructed from three major units 
[5]: transition metric unit (TMU), add-compare-select unit 
(ACSU), and survivor memory unit (SMU) as illustrated in 
Fig. 1. 

 

Figure 1.  Block diagram of Viterbi decoder. 

TMU calculates the transition metrics (TM) from the 
input data. ACSU accumulates transition metrics recursively 
as path metrics (PM), and makes decisions to select the most 
likely state transition sequence. Finally, SMU traces the 
decisions to extract this sequence. There are two main 
different ways to build SMU: traceback and register-
exchange [6]. The former is built of embedded memory 
element such as static random-access memory (SRAM), and 
the later is composed of many registers and multiplexers. 
The traceback approach is a power efficient solution, but not 
suitable for high speed application because of the limited 
bandwidth in embedded memory [7]. The register-exchange 
approach is more direct and intuitional to trace the most 
likely state transition sequence and easier to operate at higher 
speed. But its power consumption is proportional to its size 
and will increase as data throughput increasing. In [8], the 
SMU’s area of Viterbi accelerator is about 73% of whole 
chip in physical dimension. Therefore, it is meaning to make 
improvement for SMU of Viterbi decoder. 

In this paper, a low power pulsed edge-triggered latch is 
proposed for low power high speed SMU of Viterbi decoder. 
Section II introduces relative low power register designs. 
The architecture of the proposed stage-reduced SMU and 
proposed low power pulse edge-triggered latch will be 
discussed in Section III, and here the design concept of low 
power SMU will be pointed out. The simulation results of 
low power pulsed edge-triggered latch and the SMU are 
presented in Section IV. The conclusion and future work is 
given in Section V. 
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II. RELATIVE LOW POWER REGISTERS  
Latches and registers are widely used in sequential circuit 

design due to their characteristic of data storage. The main 
difference between them is their timing properties. A latch is 
a level-sensitive device; a register is an edge-triggered 
storage element and an edge-triggered register is often 
referred to as a flip-flop as well [9]. There are three major 
types of registers: master-slave flip-flop, pulse register and 
sense-amplifier-based register. Master-slave flip-flop 
consists of cascading a negative latch (master) with a 
positive latch (slave) to trigger at clock edge. In a sense, the 
sense-amplifier-based registers are similar in operation to the 
pulse registers (i.e., the first stage generates the pulse, and 
the second latches it). However, sense-amplifier-based 
registers are used extensively in memory cores and in low-
swing bus drivers to sense small input signals and amplify 
them to generate rail-to-rail swings [9]. In [10] and [11], 
their complex circuit schemes and more transistor number 
are in the opposite direction to our expectance, so we do not 
discuss sense-amplifier-based registers in this SMU design. 

Besides the most common multiplexer-based flip-flop, 
there is a modified low power register named transmission-
gate flip-flop (TGFF) [12] as illustrated in Fig. 2(b). TGFF 
splits “keeper” inverter to two different feedback paths to 
maintain data in remained half cycle. Because of the stacking 
effect [13] in these two feedback loops, a few amount of 
power consumption could be reduced. However, classical 
CMOS master-slave flip-flops employ two cascaded 
transparent latches controlled by true and inverting clocks. 
Because of this, they are compared unfavorably with 
transparent latches in terms of speed, power and area. 

The advantage of pulse registers is the reduced clock 
loading and the smaller number of transistors required [9]. In 
our design experience, only combing a pulse generator with 
a latch to form a pulse register is not good enough to reduce 
total power consumption. Although the outer clock loading 
of pulse register is reduced, the internal node capacitance of 
latch’s clock ports (i.e., the output of pulse generator) is not 
decreasing. It is the reason why the pulse generator will 
consume more power than we expecting, and the total power 
dissipation of pulse register will not be less than expectance. 

 Recently, other types of pulse register called edge-
triggered latch (ETL) [14] have been designed. Instead of 
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Figure 2.  (a) Multiplexer-based flip-flop. (b) Transmission-gate flip-flop. 

using pulse generator, pulsed clock signals are generated in 
registers locally, which are used in triggering the transparent 
latch. The latches are transparent only during a small pulse 
window and they effectively act as edge-triggered flip-flop. 
Hybrid latch flip-flop (HLFF) is a famous one of proposed 
ETLs, and HLFF family in [15] was discussed very well. 
However, in additional to their transistor numbers, sizing 
their transistor sizes for racing problem results in larger cell 
area in our experience. 

III. SURVIVOR MEMORY UNIT AND PROPOSED DESIGN 

A. Survivor Memory Unit 
The radix-4 SMU of Viterbi decoder based on register 

exchange method is illustrated in Fig. 3(a). The primary 
inputs of this SMU are 64 2-bit constants and 64 2-bit select 
signals (i.e., S00 to S63) which are calculated from ACSU. 
These 64 2-bit constants are composed of sixteen 00s, 01s, 
10s and 11s of each in sequence (i.e., {16[00], 16[01], 
16[10], 16[11]}). The truncation length is how many stages 
we use to trace the decisions to extract expected sequence, 
and is dependant on system specification and transmitted 
channel property.  
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Figure 3.  (a) Block diagram of survivor memory unit. (b) Basic D element. 
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Figure 4.  (a) Dual-rail static ETL. (b) Proposed low swing static ETL type 1. (c) Proposed low swing static ETL type 2. 

In our system requirement, the truncation length is 16 or 
32 for practical implementation. We use one column to 
represent one stage (i.e., 16 or 32 columns in our system) and 
each column in SMU contains 64 basic D elements. Each of 
D elements has one 2-bit 4-to-1 multiplexer and one 2-bit 
register as illustrated in Fig. 3(b). Finally, the primary output 
of this SMU is the output of the first D element in the last 
stage.  

Because the register-exchange based SMU contains a lot 
of registers and all of them need outer clock signal to work 
up. If we can reduce the input capacitance of clock port in 
the register, the clock loading of whole SMU could be scaled 
down and the total power consumption of the SMU could be 
reduced too. In the next part of Section III, we will focus on 
which type of low power registers could have less clock 
loading and also less transistor number to restrict the area 
size of whole SMU. Because this SMU contains a lot of 
registers, if we can have registers with less transistor 
number, the total area of the SMU could decrease obviously. 

B. Proposed Low Swing Static Edge-Triggered Latch 
The low swing conditional capture we proposed in 

[17] realizes the low power edge-triggered latch by 
detecting the input switching activity and reducing the clock 
swing as Fig. 4(a). It uses NMOS transistors cascoded on the 
top of inverter chain to restrict voltage swing at (VDD - Vt) 
for saving power. However, the data switching activity in the 
Viterbi Decoder is channel-dependent and we decide not to 
add conditional capture component for saving peripheral 
XOR gate. For reducing cell area, we use only one diode-
connected NMOS M3 to limit voltage swing of inverter 
chain in Fig. 4(b) and also only one output inverter. Another 
difference between Fig. 4(a) and Fig. 4(b) is that the gate 
signals of M1 and M2 are exchanged to make M1 have better 
driving ability than M2 because of the limited voltage swing 
{i.e., (VDD - Vt) to ground}. However, the gate terminal of 
M2 is weak logic level one which results in weaker pull 
down network of ETL. Since we do not need conditional 

capture component, we move the diode-connected NMOS 
M3 to the bottom of inverter chain just like footer power 
gating device in Fig. 4(c). Therefore, both M1 and M2 have 
equal driving ability and pull down network is stronger than 
Fig. 4 (b). On the other hand, it reduces the clk-to-Q delay by 
strong logic level of M2. Moreover, after sizing gate width of 
pull down network in Fig. 4 (c), we get smaller cell size of 
type 2 than type 1. Not only cell size, but also power 
consumption could be reduced due to smaller driving current 
in pull down network. 

IV. SIMULATION RESULTS  
In this section, we present our simulation results of 

proposed low swing static ETL and the SMU. In the last part 
of this section, we also mention stage-reduced SMU for 
saving area and power because of its transmission behavior.  

A. Low Swing Static Edge-Triggered Latch 
The simulation environment of register includes input 

buffer, clock buffer and output capacitance 0.7fF for a single 
simplest inverter input capacitance. The clock frequency is at 
1GHz, and the process is TSMC 0.13um CMOS technology. 

As summarized in Table I, the total power includes the 
power consumption of register and buffer. Our design type 1 
proves reducing clock loading is a suitable solution of low 
power application. Obviously, our proposed design type 2 
has both low power and small area feature. Though the core 
power of type 2 is not less than TGFF at idle mode and 50% 
switching activity, the total power of type 2 is less than 
TGFF due to the benefit of less clock loading. Our type 2 
design also has smallest power-delay product. 

B. Stage-Reducing and Simulation results of SMU 
Base on the property of primary inputs and register-

exchange method, the output patterns of the first three stages 
are keeping in the same order despite the select signals from 
ACSU. Therefore we can cancel the first three stages. 
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TABLE I.  SIMULATION RESULTS OF REGISTERS 

Register 
Type 

Total gate 
Width (um) 

Clock load 
(fF) 

Switching 
activity 

Total power 
(uW) 

Core Power 
(uW) 

Peripheral 
power (uW) 

Average C-Q 
delay (ps) 

Power-delay 
product (E-15) 

Idle 9.35 3.00 6.35 0.898 

50 % 14.75 6.93 7.82 1.416 Mux-based 
FF 4.05 1.76 

100 % 20.15 10.82 9.33 

96 

1.934 

Idle 9.19 2.98 6.21 0.942 

50 % 14.15 6.36 7.79 1.450 TGFF 4.05 1.76 

100 % 19.06 9.70 9.36 

102.5 

1.953 

Idle 9.86 4.11 5.75 1.223 

50 % 14.07 7.18 6.89 1.745 Proposed 
type 1 3.3 1.07 

100 % 18.19 10.10 8.09 

124 

2.256 

Idle 8.52 3.68 4.84 0.865 

50 % 12.48 6.42 6.06 1.267 Proposed 
type 2 2.7 0.75 

100 % 16.44 9.12 7.28 

101.5 

1.669 

 

The select signals from ACSU become the primary inputs 
of stage-reduced SMU in a specified order. For example, in 
our simulation on truncation length of 16 could be reduced to 
13 stages. It results in saving area and power proportional to 
reduced stages. The simulation results of whole SMU after 
stage-reducing are 13.26 mW at operating voltage 1.2V and 
9.05 mW at 1.0V for low voltage operation. The clock 
frequency is at 1 GHz and it is fast enough for our Viterbi 
decoder specification.  

V. CONCLUSION AND FUTURE WORK 
In this paper, we have proposed the reduced-stage 

survivor memory unit with low swing static ETL for Viterbi 
decoder. The proposed register has less clock loading, 
smaller area and power-delay product compared to 
traditional Mux-based flip-flop. It can be very useful in the 
digital systems with high switching activities. In the future, 
we will integrate other Viterbi decoder’s components 
synthesized from EDA tools with the fully costumed SMU 
hard macro in physical implementation for low power high 
speed WLAN applications.  
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