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Abstract

The authors describe a recommender model that
uses intermediate agents to evaluate a large body of
subjective data according to a set of rules and make
recommendations to users. After scoring recommended
items, agents adapt their own selection rules via
interactive evolutionary computing to fit user tastes,
even when user preferences undergo a rapid change.
The model can be applied to such tasks as critiquing
large numbers ofmusic or written compositions. In this
paper we use musical selections to illustrate how
agents make recommendations and report the results
of several experiments designed to test the model's
ability to adapt to rapidly changing conditions yet still
make appropriate decisions and recommendations.

1. Introduction

Since the birth of the Netscape web browser in
1994, millions of Internet surfers have spent countless
hours searching for current news, research data, and
entertainment especially music. Users of Apple's
Musicstore can choose from 2,000,000 songs for
downloading. Having to deal with so many choices can
feel like a daunting task to Internet users, who could
benefit from efficient recommender systems that filter
out low-interest items [1-3].

Some of the most popular Internet services present
statistical data to point users to items that they might
be interested in. News websites place stories that
attract the broadest interest on their main pages, and
commercial product stores such as amazon.com use
billboards to list current book sales figures and to make
recommendations that match collected data on user
behaviors. However, these statistical methods are less
useful for making music, image, or other artistic
product recommendations to users whose subjective
preferences can cross many genres. Music selections
are often made based on mood or time of day [4, 5].
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Two classical approaches to personalized
recommender systems are content-based filtering and
collaborative filtering. Content-based filtering methods
focus on item content analyses and recommend items
similar to interested items given by user in the past [1,
6], while the experts use collaborate filtering method to
make the group of users with common interests share
their accessed information [7-9]. Common design
challenges ofprevious approaches include:
1. When the recommended item is far different from

the user's preferences, the user still can only
access or select these system-recommended items,
and cannot access the potential good items which
never appear in the set of recommended items.
This problem can be solved possibly with an
appropriate feedback mechanism [7].

2. In a collaborative filtering approach, new items
may not be selected due to sparse rating histories.

3. User preferences may change over time or
according to the moment, situation, or mood [4, 5].

4. Because of the large body of subjective
compositions, the required large amount of time
for forming suitable recommendations needs to
should be reduced [4, 5].

In light of these challenges, we have created a
music recommender system model which was designed
to reduce agent training time through user feedback.
Model design consists of three steps: a) content-based
filtering methods are used to extract item features, b) a
group of agents make item recommendations, and c) an
evolution mechanism is used to make adjustments
according to the subjective emotions and changing
tastes of users.

2. Related Research

2.1. Recommender Systems

The two major components of recommender
systems are items and users. Many current systems use
algorithms to make recommendations regarding music
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[3, 9, 10], images, books [ 11 ], movies [ 12, 13 ], news,
and homepages [7, 14, 15]. Depending on the system,
the algorithm uses a pre-defined profile or user rating
history to make its choices. Most user-based
recommender systems focus on grouping users with
similar interests [7-9], although some do try to match
the preferences of single users according to their rating
histories [1, 6].

Recommender systems play a role to use multiple
mapping techniques to connect item and user layers,
requiring accurate and appropriate pre-processing and
presentation of items for comparison and matching.
Item representations can consist of keyword-based
profiles provided by content providers or formatted
feature descriptions extracted by information retrieval
techniques. Accordingly, item feature descriptions in
recommender systems can be keyword- or content-
based. Features for items, such as movies or books, are
hard to extract because movies are composed of
various kinds of media [6] and content analysis of
books encounters the problem of natural language
processing. Their keyword-based profiles are often
determined by content providers. However, current
image and audio processing techniques now allow for
programmed extraction of content-based features
represented by factors that include tempo and pitch
distribution for music and chroma and luminance
distribution for images.

Previous recommender systems can be classified in
terms of content-based filtering versus collaborative
filtering. Standard content-based filtering focuses on
classifying and comparing item content without
sharing recommendations with others identified as
having the same preferences. Collaborative filtering
method focuses on how users are clustered into several
groups according to their preference. To avoid
drawbacks associated with keyword-based searching
(commonly used for online movie or book store
databases), other designers emphasize content-based
filtering focusing on such features as energy level,
volume, tempo, rhythm, chords, average pitch
differences, etc. Many music recommender system
designers acknowledge drawbacks in standard
collaborative filtering approaches for instance, they
can't recommend two similar items if one of them is
unrated. To address the shortcomings of both
approaches, some systems use content features for user
classification and other systems find out group users
with similar tastes [7, 16].

To address challenges tied to human emotion or
mood and solve the sparsity problem of collaborative
filtering method, some music and image retrieval
system designers use IEC to evaluate item fitness
according to user parameters [4, 5]. We adopted IEC
for our proposed model, which uses agent evolutionary

training for item recommendations. The results of our
system tests indicate that trained agents are capable of
choosing songs that match both user taste and emotion.

2.2. Interactive Evolutionary Computing

Genetic algorithm (GA) is an artificial intelligence
system that allows for searches of solutions to
optimization problems. According to GA construction
rules, the structure of an individual's chromosome is
designed according to the specific problem and genes
are randomly generated once the system is initialized.
Following GA procedures include 1) using a fitness
function to evaluate the performance of various
problem solutions, 2) selecting multiple individuals
from current population, 3) modifying the selected
individuals by mutation and crossover operators, and 4)
deciding which individuals should be preserved or
discarded for the next run; discarded solutions are
replaced by new ones whose genes are preserved). A
GA repeats this evolutionary procedure until an
optimal solution emerges. The challenge of music
recommendation was defining a fitness function that
accurately represents subjective human judgment. Only
then can such a system be used to make judgments in
art, engineering, and education [4, 5].

Interactive Evolutionary Computing (IEC) which is
an optimization method can meet the need of defining
a fitness function by involving the human preferences.
IEC is a GA technique whose fitness of chromosome is
measured by a human user [18]. The main factor
affecting IEC evaluation is human emotion and fatigue.
Since users cannot make fair judgments when
processing run evaluations, results will change for
different occasions according to the user's emotional
state at any particular moment. Furthermore, since
users may fail to adequately process large populations
due to fatigue, searching for goals with smaller
population sizes within fewer generations is an
important factor. Finally, the potential for fluctuating
human evaluations can result in inconsistencies across
different generations [19].

3. Using Evolutionary Agents for a Music
Recommender System

3.1. Model Description

In our model, intermediate agents play the roles
which select music compositions according to their
chromosome and recommend to user. The system's six
function blocks (track selector, feature extractor,
recommendation agent module, evolution manager,
user interface, and database) are shown in Figure 1.
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Figure 1. Six model components including
track selector, feature extractor, database,
recommendation agent module, evolution
manager, and user interface

A representation component consists of the track
selector, feature extractor, and database function
blocks, all of which are responsible for forming item
feature profiles. This component translates the
conceptual properties of music items into useful
information with specific values and stores it in a
database for later use. In other words, this is a pre-
processing component. Previous recommender systems
established direct connections between user tastes and
item features. In contrast, we use trainable agents to
automatically make this connection based on a detailed
item analysis. The track selector is responsible for
translating each music composition into textual file,
while feature extractor is responsible for calculating
several statistical feature measurements (such as pitch
entropy, pitch density, and mean pitch value for all
tracks mentioned in Section 4). Finally, database
function block stores these statistical features for
further uses.
An evolution component includes a

recommendation agent module and evolution manager.
The former is responsible for building agent selection
rules according to music features extracted by the
representation component, while the latter constructs
an evolution model based on IEC and applies a GA
model to train the evolutionary agent. In our proposed
model, user evaluations serve as the engine for agent
adaptation (Fig. 2).
A central part of this component is the

recommendation agent module, which consists of the
agent design and the algorithm for selecting items. The
first step for standard GAs is chromosome encoding-
that is, designing an agent's chromosomal structure
based on item feature representations. In our proposed
model, each agent has one chromosome in which each
gene respectively represents one of feature value. The
gene value represents item feature preference and the
number of item features represents chromosome length.

Each feature needs two genes to express the mean and
range value. Take 3 agents' chromosomes listed in
Figure 3 for example, fl mean and fl_range represent
the 1st agent's preference of tempo feature. It means
that 1st agent prefers the tempo between 30 and 40
beats per minute. The 1st agent will select the songs
which have the tempo 35 ± 5 bests per minute and
velocities 60 ± 10. The value of gene also can be
"Don't care". We also perform the real number
mutation for each mean and range value, and one-point
crossover for selected pair of agents' chromosomes.

nxitialization _S,,

AGENTS Music DatabaseacXxAgert seect tXx ite xsThe user grades
EachAet selct the itm thxe mui xiCtem S.zA ' 4cs by m atchxing thxe genxes.

Next Genxerationx

GA: Generate new=agentsby
Crossover & Mutation GA Selection

Good! Bad!

Figure 2. Evolution component, including
agent recommendation module and evolution
manager

The evolution manager in our model is responsible
for the selection mechanism that preserves valuable
genes for generating more effective offspring. The
common procedure is selecting good agents to serve as
the parent population, creating new individuals by
mixing parental genes, and replacing eliminated agents.
However, when dealing with subjective evaluations,
human's preference changing can result in lack of
stability across runs. Accordingly, the best agents in
previous rounds may get low grades because of change
of human's preference, and therefore be discarded
prematurely. As a solution, we propose the idea of
agent fame values that are established according to
previous behaviors. The higher the value is, the greater
the possibility that an agent will survive. The system's
selection method determines which agents are
discarded or recombined according to weighted fame
values and local grades in each round, with total scores
being summed with an agent's fame value in
subsequent rounds.

Another important GA design issue is deciding
when to stop agent evolution. System convergence is
generally determined via learning curves, but in a
subjective system this task (or deciding when an
agent's training is complete) is especially difficult in
light of potential change of user preference and
emotion. Our solution is based on the observation that
the stature of judges in a music or art competition
increases or decreases according to decisions they

1-4244-0605-6/06/$20.00 C2006 IEEE. 476



make in previous competitions. In our system, agent
fame value varies in each round. The system monitors
agent values to determine which ones exceed a pre-
defined threshold; those agents are placed in a "V.I.P
pool." Pool agents cannot be replaced, but they can
share their genes with other agents. Once a sufficient
number of stable V.I.P. agents are established, the
system terminates the evolution process. For example,
if one of agent got six points fame value and the
system pre-define threshold is six points high, the
agent will be placed in a V.I.P pool. This mechanism
just sets for preserving the possible good agents.

CHROMOSOME

AgentiD fl_mean fl_range |f2mean f2_range ...

1 35 5 60 10 ...

2 60 3 95 4 ...

3 83 5 120 10 ...

Figure 3. Agent chromosome. Each gene
represents a mean or range value of music
feature. Whole chromosomes represent
selection rules for agents to follow when
choosing favorite items. The chromosome in
this figure encodes two music features.

A user component consists of an interface for
evaluating agent recommendations based on standards
such as technicality, melody, style, and originality. The
user interface is also responsible for arranging agents
according to specific application purposes. For
example, for finding joint preference between two
different users, the user interface component will
initialize and arrange two set agents for these two users
respectively.

An agent selects items of interest from the database
according to selection rules and makes appropriate
recommendations to the user, who evaluates items via
the interface. Evaluations are immediately dispatched
to the agent, whose evolution is controlled according to
performance and GA operations (e.g., crossover,
mutation, and selection). The evolution manager is
responsible for a convergence test whose results are
used to halt evolution according to agent performance.

3.2. Applications

We designed our model so that the chromosomes of
surviving agents contain selection rules that be able to
represent user profiles. Concurrently, user profiles
formed by agent chromosomes can be compared
among multiple users. Combined, distributing agents
can be utilized for three kinds of applications:
1. Users can train sample groups of agents. The agent

evaluation function can be altered to reflect a sum
of several user profiles, thus representing the tastes

of multiple users. However, true system
convergence will be difficult to achieve due to
disagreements among user opinions. As in the case
of scoring entries in art or music competitions,
extremely high and low scores can result in total
scoring bias.

2. Users can train their own agents and share profiles.
According to this method (which is similar to
collaborative filtering), the system compares user
profiles formed by the agents' chromosomes and
identifies those that are most similar.
Collaborative recommendations can be
implemented via partial exchanges among agents.

3. Users can train their own agents while verifying
the items selected by other users' agents. In the art
or music competition scenario, users can train their
own agents before verifying the agents of other
users to achieve partial agreement. Pools of agents
from all users will therefore represent a consensus.
If one user's choice is rejected by the majority of
other users following verification, that user will be
encouraged to perform some agent re-training or
face the possibility that the agent in question will
be eliminated from the pool. For this usage, the
user interface is responsible for arranging and
exchanging the agents between different users.

4. Experiments

Our experimental procedures can be divided into
two phases:
1. 1. Training phase. Each user was allotted six

agents for the purpose of selecting music items
two songs per agent per generation (12 songs per
generation). Since subjective distinctions such as
"good or bad music" are hard to distinguish

according to a single grading standard, user give
multiple scores to each songs according to
difference standard. Each agent received two sets
of scores from user, with three scores in each set
representing melody, style, and originality. The
chromosome of any agent receiving high grades
from a user six times in a row was placed in the
system's V.I.P pool; the chromosome was used to
produce a new chromosome in the next generation.
This procedure was repeated until the system
determined that evolutionary convergence had
occurred. The system stopped at the user's request
or when the V.I.P pool contained four agents,
whichever came first.

2. Validation phase. This phase consisted of a
demonstration test for verifying that system-
recommend songs matched the user's tastes.
Experimental groups consisted of 20 songs chosen
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by 6 trained agents; control groups consisted of 20
songs chosen by 6 random agents. User
evaluations confirmed or refuted agent capabilities.
Users were not told which selections belonged to
the respective groups.

4.1. Model Implementations

Musical items were stored and played in polyphonic
MIDI format in our system, because the node data in
MIDI files can be extracted easily compared with data
in audio wave format [1]. The track selector translates
each MIDI file into a textual format respectively; we
list the beginning part of textual feature file in Table 1
for example. Polyphonic items consist of one track for
melody and additional tracks for accompanying
instruments or vocals. The melody track (considered
the representative track) contains the most semantics.
Since the main melody track contains more distinct
notes with different pitches than the other tracks, it was
used for feature extraction based on pitch density
analysis. According to previous research [3], this
method is capable of achieving an 83 percent
correctness rate. Track pitch density is defined as Pitch
density = NP /AP, where NP is the number of distinct
pitches on the track and AP is the number of all
possible distinct pitches in the MIDI standard. After
computing the pitch densities of all targeted music
object tracks, the track with the highest density was
identified as the representative polyphonic track.

Table 1. Part of textual MID feature file
Unit Length At Time Track Channel Note Veincity
314 53 1162ms 197ms T4 C4 d2 68
319 50 1181ms 185ms T3 C3 d4 71
321 48 1188ms 178ms T3 C3 b3 74

Purpose of feature extractor is to extract features
from the perceptual properties of musical items and
transform them into distinct data. We focused on seven
features for our proposed system; new item features
should be also added when possible.
1. Tempo, defined as the average note length value

derived from MIDI files.
2. Volume, defined as the average value of note

velocities derived from MIDI files.
3. Pitch entropy: PitchEntropy P jogP whereP] NPithE,,oy - P lo P, werPj -T

where Nj is the total number of notes with a
corresponding pitch on the main track and T is the
total number ofmain track notes.
Pitch density, as defined earlier in this section.
Mean pitch value for all tracks.

6. Pitch value standard deviation. Large standard
deviations indicate a user preference for musical
complexity.

7. Number of channels, reflecting a preference for
solo performers, small ensembles, or large
bands/orchestras.

Genes in standard GA systems are initialized
randomly. However, in our proposed system the
random agents will probably fail to find items that
match their genetic information because the
distribution of extracted features is unbalanced. We
therefore suggest pre-analyzing feature value
distribution and using the data to initialize agent
chromosomes. By doing so, it is possible to avoid
initial agent preferences that are so unusual that they
cannot possibly locate preferred items. Furthermore,
this procedure prevents noise and speeds up agent
evolution. Here we will use tempo as an example of
music feature pre-analysis. Since the average tempo for
all songs in our database was approximately 80 beats
per minute (Fig. 4), a random choice of tempo between
35 and 40 beats per minute resulted in eventual agent
replacement or elimination and a longer convergence
time before convergence for the entire system. For this
reason, average values in our system were limited: 60
percent of all initial tempo ranges deviated between 1
and -1 and 80 percent between 2 and -2. This led to a
speeding up of the agent evolution process.

4.2. Recommendation Quality

Recommendation quality is measured in terms of
precision rate and weighted grade. Precision rate is
defined as Precision rate = Ns / N, where Ns is the
number of successful samples and N the total number
of music items. Weighted grades equals to summation
of Mi divided by N, where Mi represents music item
grades and N the total number of music items. Users
were given six levels to choose from for evaluating
chosen items.

Users were asked to evaluate experimental and
control group selections. Experimental group agents
evaluated songs recommended by agents that they had
trained and control group agents evaluated songs at
random. After users completed their tests, the system
calculates precision rates and weighted grades. Finally,
the songs recommended by the trained agents had an
average precision rate of 84 percent and average
weighted grade of 7.38, compared to 58.33 percent and
5.54 for songs recommended by the random agents.
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Figure 4. Statistical curve for tempo
distribution in our sample of 1,036 MIDI files

potential for use by referees to critique large numbers
of subjective compositions (in such areas as art, music
and engineering) and to make recommendations for
images by extracting features (e.g., brightness,
contrast, or RGB value) and encoding the information
into agent chromosomes.

..........................................................

CCurve A: Expermental Group (Trained Agents)
C(urve B:Control group (Random Agents)

.........................................................

4.3. Convergence Test

GA-based models commonly perform large
numbers of iterations before arriving at convergence.
In order to trace learning progress, we let users
perform one demonstration test after every round;
results are shown in Figure 5. Curve A reflects a steady
increase in effectiveness and convergence after eight
rounds. Curve B reflects a lack of progress for agents
that make random selections without training.

In addition to recommendation quality and
convergence tests, we made an attempt to identify clear
differences between experimental and control group
music selections by extracting their respective features.
As shown in Figure 6, obvious differences were noted
in terms of tempo and entropy, indicating that the
trained agents converged unique preferences and did
not blindly select items. Take one user's experimental
result as an example, the user's preferences of feature
tempo is quite different from the average tempo in
control group.

5. Conclusion

Our proposed recommendation model can evaluate
a large body of subjective data via a cooperative
process involving both system agents and human users.
Those users train groups of agents to find items that
match their preferences, and then provide ongoing
feedback on agent selections for purposes of further
training. Agent training entails IEC methods and agent
fame values to address the issue of change in human
emotions. The agent fame value concept is also used as
a convergence condition to promote agent population
diversity and to propagate useful genes. Model
flexibility was expressed in terms of replacing or
altering functional blocks such as user interface which
allows for usages of multiple users. We suggest that
with refinement and modifications, our model has

1 2 3 4 5 6 7 8 9 10
Generation

Figure 5. Convergence test and evolution
generation of 10 users. Curve A represents an
average of fitness values of 60 agents belong
to 10 users

Figure 6. One user results example
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