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Vector theory of self-focusing of an optical beam in Kerr media
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The scalar theory of the self-focusing of an optical beam is not valid for a very narrow beam, and a correct
description of the beam behavior requires a vector analysis in this case. A vector nonparaxial theory is
developed from the vector Maxwell equations by application of an order-of-magnitude analysis method. For
the same input beam, the numerical results of self-focusing from both scalar and vector theories are compared.
It is found by the vector theory that a linearly polarized circular input beam becomes elliptical in the self-
focusing process.  1995 Optical Society of America
The self-focusing effects of an optical beam in non-
linear media have been studied extensively for more
than three decades.1 – 8 The early theory, based on a
paraxial wave equation, predicts2,3 the catastrophic col-
lapse of a self-focusing beam in a Kerr medium. Feit
and Fleck6 pointed out that this unphysical collapse is
due to the invalidity of the paraxial wave equation in
the neighborhood of a self-focus. They applied a non-
paraxial algorithm for the scalar wave equation to de-
scribe the self-focusing of the beam, and their results
showed that the self-focusing is noncatastrophic. Us-
ing the same scalar wave equation and assuming the
solution with slowly varying amplitude and fast oscil-
lating phase, Akhmediev and co-workers7,8 developed
another nonparaxial method, and their results agree
qualitatively with those of Feit and Fleck.

In this Letter we study the beam self-focusing start-
ing from the vector wave equation. A new model is
established by an order-of-magnitude analysis method,
and the basic idea of this method can be found in Ref. 9.

If the electric-field intensity vector Esr, td,
the magnetic field intensity vector Hsr, td, the
electric displacement vector Dsr, td, and the
nonlinear polarization vector PNLsr, td are as-
sumed to be Esr, td ­ s1y2dEsrdexps2ivtd 1 c.c.,
Hsr, td ­ s1y2dHsrdexps2ivtd 1 c.c., Dsr, td ­
s1y2dDsrdexps2ivtd 1 c.c., and PNLsr, td ­
s1y2dPNLsrdexps2ivtd 1 c.c., then, in the absence
of free charges in a nonlinear nonmagnetic isotropic
medium, time-harmonic Maxwell equations in the mks
system are

= 3 Esrd ­ ivm0Hsrd, = 3 Hsrd ­ 2ivDsrd , (1a)

= ? Dsrd ­ 0 (1b)

and the constitutive relation reads as Dsrd ­
´0n2

0Esrd 1 PNLsrd, where n0 is a linear re-
fractive index, PNLsrd expressed as sPNLdi ­
s3´0y4d

P
j ,k,l x

s3d
ijklsv ­ v 1 v 2 vdEjEkEl

p is the
third-order nonlinear polarization10 – 12 (here the
subscripts i, j , k, and l refer to the Cartesian com-
ponents of the fields), and the fourth-rank tensor
x s3dsv ­ v1 1 v2 1 v3d is the Fourier transform of the
third-order nonlinear susceptibility.10 From Eqs. (1)
and the constitutive relation we have the vector wave
equation
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c2 E 1
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=s= ? PNLd 1
v2

c2´0
PNL ­ 0 .

(2)

If E is linearly polarized in the x direction and
propagates along the z direction, then if we neglect
the =s= ? PNLd term Eq. (2) reduces to the scalar wave
equation

=T
2Ex 1

≠2

≠z2 Ex 1
v2

c2 n2Ex ­ 0 , (3)

where the subscript T represents the transverse com-
ponent of a vector (that is, =T

2 ­ ≠2y≠x2 1 ≠2y≠y2),
n ­ n0 1 n2jExj2 is the total refractive index, and the
Kerr coefficient is n2 ­ 3x

s3d
xxxxys8n0d. Equation (3) is

the basic equation of the scalar theory on the beam
self-focusing.2 – 8 Assuming that the scalar field is
Exsx, y, zd ­ Asx, y, zdexpsik0zd and using the parax-
ial approximation condition to drop the ≠2Ay≠z2 term,
from Eq. (3) we obtain the paraxial wave equation2 – 5:

i
≠A
≠z

1
1

2k0
=T

2A 1 gjAj2A ­ 0 , (4)

where k0 ­ vn0yc and g ­ k0n2yn0.
The fundamental relations of the order of magnitude

can easily be obtained from the scalar paraxial wave
equation (4). Replacing the =T operator by a deriva-
tive with respect to x or y, we have

=T A ,
≠

≠x
A

µ
or

≠

≠y
A

∂
,

A
w

, =T
2A ,

A
w2

, (5a)

where w is the beam width. Because the behavior of
the paraxial beam self-focusing is determined equally
by the three terms of Eq. (4), the three terms must
be of the same order of magnitude. Therefore, from
s≠Ay≠zdys=T

2Ayk0d , 1 and sgjAj2Adys=T
2Ayk0d , 1, we

can derive

≠

≠z
A ,

A
k0w2 ­

s

w
A,

n2

n0
jAj2 ,

1
k0

2w2 ­ s2, (5b)

where s ­ 1ysk0wd ­ lys2pwd. Generally, s is very
small s,,1d. Even if the beam is focused to w ø
 1995 Optical Society of America
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l, s is only approximately 0.16. From the first of
relations (5b), we have

≠

≠z
Ayk0A ,

s

w
Ayk0A ­ s2 . (5c)

Now we go back to Eq. (2) to develop the vector
theory on self-focusing. If we write the vector electric
field Esrd as

Esx, y, zd ­ Asx, y, zdexpsik0zd , (6)

then Eq. (2) becomes

=T
2A 1

≠2

≠z2 A 1 2ik0
≠

≠z
A

1

∑
1

n0
2´0

=s= ? PNLd 1
v2

c2´0
PNL

∏
exps2ik0zd ­ 0 . (7)

Substitution of Eq. (6) into Eq. (1b) yieldsµ
=T ? AT 1 ik0Az 1

≠

≠z
Az

∂
expsik0zd

1
1

n0
2´0

= ? PNL ­ 0 . (8a)

We further assume that the components of vector beam
A also satisfy the fundamental relations (5); then we
can prove that s= ? PNLyn0

2´0dysk0Azd , s2 and =T ?

AT ysk0Azd , 1. Therefore Eq. (8a) reads as

Az ­
i

k0
=T ? AT f1 1 Oss2dg , (8b)

where the symbol Oss2d means that the terms ne-
glected are 2 orders of s less than the term kept.
Then it can easily be found that AzyAT ­ si=T ?
AT yk0dyAT , sAT yk0wdyAT ­ s. This means that Az
is 1 order of s smaller than AT . In fact, it has been
found even for the linear case that both the electric and
the magnetic fields have a small longitudinal compo-
nents in addition to the transverse components. We
can also prove from Eqs. (1a) that, if the input beam is
linearly polarized along x direction at z ­ 0, although
the nonlinear coupling will excite the y component, Ay
will be so small that AyyAx , s2. Therefore Ay can
be neglected. Then, for the special case that the non-
linear refractive index results from the nonresonant
electronic nonlinearity,11 by means of the symmetry
property of the third-order nonlinear susceptibility in
an isotropic medium10,11 the x component of PNL can be
reduced to

sPNLdx ­ 2´0n0n2 expsik0zd
µ
jAxj2Ax 1

2
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jAzj2Ax

1
1
3
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p
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f1 1 Oss4dg . (9)

It can be found easily by Eq. (8b) that the last two
terms in Eq. (9) are an order of s2 smaller than the
first term.

Using Az ­ siyk0d≠Axy≠x in Eq. (9), substituting
Eq. (9) into Eq. (7), and retaining all terms to the order
of s2 smaller than the =T
2Ax term, from the x compo-

nent of Eq. (7) we obtain
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From relations (5) we know that the terms on the left-
hand side of Eq. (10) are of equal order and all terms
on the right-hand side are of the same order and are
s2 smaller than the left-hand-side terms. In Eq. (10)
all terms dropped are at least an order of s4 smaller
than the left-hand-side terms. The second term on the
right-hand side is the contribution of = ? E, and the
last two terms come from the coupling between Ex and
Ez. Feit and Fleck6 and Akhmediev and co-workers7,8

considered only the first term on the right-hand side.
Because all the terms on the right-hand side of

Eq. (10) are of the order of s2 smaller than the left-
hand-side terms, the evolution of a beam that has
a large enough initial w (i.e., a small initial s) is
governed by the paraxial wave equation [the left-hand
side of Eq. (10)] in the initial stage of the self-focusing.
As w becomes smaller, s gets bigger. Therefore the
effect of all terms on the right-hand side can no longer
be neglected. By the normalized transformation

Axsx, y, zd ­ s

q
n0yn2 usj, h, z d, sx, y, zd

­ swj, wh, 1z d , (11)

where l ­ k0w2 is the diffraction length, Eq. (10)
becomes
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where =
2
j,h ­ ≠2y≠j2 1 ≠2y≠h2. In Eq. (12) all terms

except the coefficients are of the same order, approxi-
mately 1, and the order-of-magnitude relation of the
terms is more clearly manifested.

To use the split-step Fourier method (SSFM) to
solve Eq. (12) numerically, we must replace the term
≠2uy≠z 2 by the transverse derivative. Partial deriva-
tion of Eq. (12) with respect to z gives the expres-
sion ≠2uy≠z 2. Again substituting this expression into
Eq. (12) and retaining all terms to the order of s2, we
have

≠

≠z
u ­ i

1
2

=2
j,hu 2 i

s2

8
=4

j,hu

1 ijuj2u 2 is2Nhu 1 Oss4d , (13)

where Nh ­ juj4y2 1 ups≠2uy≠h2 2 ≠2uy≠j2d 1
j≠uy≠hj2 2 11j≠uy≠jj2y3 1 upfs≠uy≠hd2 2 7s≠uy
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Fig. 1. On-axis normalized intensity versus normalized
longitudinal distance z for the initial condition: curve a,
by our vector model; curve b, by Feit and Fleck’s method;
curve c, by Akhmediev and co-workers’ method; curve d, by
the paraxial wave equation.

Fig. 2. Transverse normalized intensity distribution at
z ­ 0 (dashed–dotted curve), along the x axis at z ­ zmax
(solid curve), and along the y axis at z ­ zmax (dashed
curve). The input intensity is magnified for a comparison
of the beam widths.

≠jd2y3gys2ud 2 u≠2upy≠j2. We developed a computer
program based on Eq. (13) by the SSFM.12 In the
program we insert s0 and w0 at z ­ 0 for s and w
to relate the initial real physical parameters to the
initial normalized parameters. The validity of our
program is verified by repeated testing with different
transverse grid and longitudinal step length.

To compare the results of our model and those of
the two different scalar nonparaxial models, we use
the same input beam parameters for numerical simula-
tions. Figure 1 gives the on-axis intensity obtained by
the three models for the beam that initially has a sym-
metric Gaussian shape usj, h, z ­ 0d ­ u0 expf2sj2 1
h2dy2g when u0 ­ 1.4575 and s0 ­ 0.0697. The parax-
ial approximation result for the same parameters is
also given. The figure shows that, although all three
nonparaxial models give the noncatastrophic results,
the quantitative difference between them is obvious.

The most surprising feature is that for an initial
transverse symmetric shape the beam described by
Eq. (10) will become transverse asymmetrical after
some propagation distance. This feature can be di-
rectly observed from Eq. (10) or (12), where the last
three terms show an anisotropiclike property. Fig-
ure 2 gives the initial normalized transverse intensity
distribution and the distribution at zmax, where the on-
axis intensity reaches a maximum. The figure shows
that for the initial symmetric beam linearly polarized
along the x axis its beam width wy along the y axis
is smaller than its beam width along the x axis wx at
zmax. It is evident that s will reach smax at the same
point zmax, since wx and wy are minimum at this point.
For the parameter given in Fig. 2, smax ­ ssydmax ­
w0s0yswy dmin ø 0.27. In fact, for different initial val-
ues, it is shown that smax is less than 0.3. As pointed
out above, the neglected terms in Eq. (10) are of the
order of s4, and the next higher-order terms kept are
of the order of s2. This indicates that the maxima of
the dropped terms are approximately 0.01 in order of
magnitude and they are at least 1 order smaller than
terms kept from the beginning to the end. Therefore
our vector nonparaxial model is self-consistent.

In conclusion, it is shown that the scalar theory
on the self-focusing of the optical beam is no longer
valid for a very narrow optical beam, and the vectorial
analysis is needed to describe the beam behavior
correctly in this case. The new model for this purpose
is established directly from the vector wave equation
by means of the order-of-magnitude analysis method.
Our numerical results also show noncatastrophic self-
focusing but with less maximum on-axis intensity than
that of Feit and Fleck and Akhmediev and co-workers;
in addition, our results show that the linearly polarized
circular input beam will become elliptic in the self-
focusing process.
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