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Abstract-An efficient and accurate 2D analysis for gate-current is proposed for short channel n- 
MOSFETs, in which the channel hot-electron-enhanced injection probability is proposed and expressed 
in terms of the actual current path and its power density flow. The accuracy of our gate-current analysis 
has been verified by comparisons between simulation and experimental data. This well-established gate 
current analysis as well as the charge boundary condition on the floating gate have been implemented &to 
the sub-micron MOS (SUMMOS) two-dimensional device simulator for characterizing n-channel flash 
EEPROM writing. Comparisons with experimental EEPROM writing have been made, and quite good 
agreements have been obtained for test devices with different channel lengths ranging from 0.8 to 0.5 pm 
for wide range of applied biases. Moreover, comnuter simulation for EEPROM reliabilitv issue caused 
by oxide electron traps has also been performed 
operation. 

to characterize the endurance of flash EEPROM 

I. INTRODUCTION 

Flash EEPROMs have been a prevalent category of 
submicrometer devices because they achieve a smaller 
cell size than conventional EEPROMs by having 
the block-ERASE capability[l-41. The ETOX-based 
flash memory is programmed by charging the floating 
gate with channel hot-electrons injecting over the 
energy barrier at the Si/SiO, interface, and can be 
erased by a high drain- or source-voltage through 
Fowler-Nordheim tunneling current. Although 
device designs for high speed and reliable flash 
EEPROMs have been published by considering 
different cell structures or processing conditions[3-71, 
an accurate design tool based on either a 2D device 
simulator or analytic modeling is required to shorten 
the optimization design cycle. 

A widespread simulation approach based on 
the non-Maxwellian form of electron energy distri- 
bution (EED) had been proposed to character- 
ize the 2D hot-carrier injection problems[&l 11. 
Recently, Fiegna et aL[lO] have used a conventional 
drift-diffusion (PISCES II) simulator coupled with a 
post-processor to calculate the gate-current and this 
method has been applied to the EEPROM writ- 
ing[ lo]. With the electric field and the carrier density 
calculated from the solution of PISCES II, the 
electron temperature and the effective field concern- 
ing the non-local effect are obtained. The effective 
field is then fed to the empirical carrier distribution 
function calibrated by the results of Monte Carlo 
method in homogeneous high energy region[12]. 

However, there are many assumptions and fitting 
parameters in their formulation procedure, for 
example: the empirically fitted distribution function 
aforementioned and the power-law approximation 
for the non-parabolic band. With such a complicated 
post-processing method, the simulation results in the 
high field region, however, are overestimated (see 
Fig. 5 in [IO]). 

It is known that the injection probability is 
proportional to the integral function of hot-carrier 
distribution and density of states. Since this integral 
is insensitive to the detailed form of these functions, 
it is possible to treat the hot-carrier enhanced injec- 
tion problems by an effective term. In this paper, a 
macroscopic approach is proposed to formulate a 
quasi-2D hot-carrier injection model by considering 
the effects of channel hot-carrier enhanced Si/SiOZ 
interface barrier lowering. Calculation of the barrier 
height can be directly obtained from the available 
physical quantities deduced from a 2D MOS 
simulator-SUMMOS[ 131 without another post- 
processing steps. Only one fitting parameter is intro- 
duced to characterize this enhanced barrier lowering 
effects and this parameter is shown to be a universal 
constant for short-channel n -MOSFETs with differ- 
ent channel lengths for wide ranges of applied biases. 
The developed gate-current model and charge bound- 
ary condition on the floating gate have been im- 
plemented into SUMMOS simulator. Its accuracy 
has been well verified by comparing both the exper- 
imental MOSFET gate-current and the writing 
characteristics of EEPROMs with different channel 
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lengths ranging from 0.5 to I .O pm for wide ranges of 
external biases. Moreover, the EEPROM reliability 
issue caused by trapped electrons in the oxide during 
hot-carrier injection through oxide layer is also 
considered. The roles of total oxide trap density, 
trapping rate, applied biases, and the write/erase 
cycle on the degradation of EEPROM writing have 
been simulated. Therefore, our developed simulation 
technique can be used to perform device optimization 
design and lifetime prediction for flash EEPROM 
memory devices. 

2. THE SIMULATOR 

2. I. Models embedded in SUMMOS 

A macroscopic impact ionization model consider- 
ing the non-homogeneous electric field and surface 
scattering effects have been implemented into 

SUMMOS[14]. The accuracy of our new developed 
impact-ionization model has been verified by com- 
parisons between experimental substrate current and 
simulation results of test devices fabricated by 
different technologies with different channel lengths 
(down to 0.36 pm) for wide ranges of applied external 
biases (drain, gate and substrate biases)[l4]. For the 
gate-current modeling, a 2D channel hot-carrier 
enhanced injection probability is expressed as[ 151: 

P=A exp(-2). 

where A is a normalization constant, i. is the mean- 
free-path of hot electron injection and has been 
determined experimentally to be about 91 A[161 and 
E, is the vertical surface electric field in the substrate. 
The 2D effective barrier height considering an 
additional barrier lowering term (@,,) due to channel 
hot-carriers is expressed by: 

@ r,2D = @a,, - ccE’bif - PE:;j -Q,,, (2) 

where aBo = 3.1 qV is the Si/SiO, interface barrier 
height; E,, is the oxide electric field; tl = 2.59 x 
10m4 q (V cm)‘12 is the coefficient of barrier lowering 
due to the image force; and /I = 1.0 x 10e5 q 
(V cm2)li3 is the coefficient of barrier lowering due to 
Fowler-Nordheim tunneling[ 161. The barrier lower- 
ing term @aL is simply expressed as: 

where J is the hot-electron current density vector; E 
is the electric field vector and y is a proportional 
factor related to the average mean-free-path of 
channel hot carriers and is shown to be constant. 

Physically, J . E in eqn (3) means the power density 
of hot electrons gained from the local electric field 
along the current flow path in the substrate. Let 
y = qo,,(T) and IJI = nqu,, in the saturation region, 
where v,, is the saturation velocity; n is the local 
density of hot electrons; (r) is the average energy 
relaxation time for hot electrons, @a, can be simply 

expressed as @aL = (r)J . E/n. Therefore, @aL rep- 
resents the average energy gained by each hot- 
electron and is equivalent to the average barrier 
lowering of each channel hot electron looking from 
the substrate. This new developed injection prob- 
ability has been verified by the experimental gate- 
currents of conventional n-MOSFETs with different 
oxide thicknesses and effective channel lengths for 
wide ranges of applied biases[l5]. In addition to the 
gate injection probability, the kinetics of the Si/SiO, 
interface-trap generation/occupation due to hot- 
electron injection at high drain- and gate-biases have 
also included in SUMMOS. The simulated spatial 
distribution of the generated Si/SiO, interface traps 
has been well verified by the charge pumping 
measurements. The detailed descriptions and the 
simulation results can be found elsewhere[l7]. 

2.2. Characterization of EEPROM writing 

A special requirement for numerically simulating 
EEPROM writing is to treat the stored charges in the 
floating gate and its corresponding floating gate 
potential (VFG). To handle this problem, we use the 
charge boundary condition to uniquely determine the 
floating gate potential (I’,,). and the condition is: 

(4) 

where QFo is the total charges in the floating gate; 
E . ri is the electric field normal to the floating gate 
surface. Note that the integral in eqn (4) is computed 
by considering all the floating gate surface with the 
floating gate width, W. By using the conventional 
Newton-Raphson (N-R) method, the next guess of 
VFc is: 

v;‘c’ = Vbc - F 

and the iteration is carried out until a satisfactory 
solution is obtained. An initial guess strategy based 
on a simple capacitance model[ 18,191 for EEPROM 
is performed to avoid divergence as well as to reduce 
the total number of iterations for the N-R method. 
The quasi-stationary procedure used to characterize 
the EEPROM writing is described by a flowchart 
shown in Fig. I. Instead of partition in time 
domain[lO], our simulator uses the quantity of 
accumulated charges to vary the time step in 
EEPROM writing. Because the stored charges 
directly determine the potential variation in the float- 
ing gate, the partition in charge domain is more 
efficient in CPU time than in time domain. In Fig. I, 
the writing procedure starts at t = t, = 0 and QFo = 0, 
and at the beginning of each charging step i the 
amount of stored charges (QFo)i_, in the floating gate 
is accumulated from all the previous steps. With this 
stored charges (Qpo)i-, , the corresponding potential 
on the floating gate ( VFo), is obtained as mentioned 
before. With (V,,), and the drain-bias of writing 
operation, the gate injection current (I,), of the cell 
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simplifying assumption of constant gate-current 
during the charging step. On the contrary, smaller 
AQFo requires more simulation steps, resulting in the 
consumption of CPU time. When the low current 
injection region is reached, the time interval is 
prolonged dramatically to maintain the desired AQ,o 
specified for the initial charging period. In order 
to avoid this inappropriate long time interval, the 
SUMMOS simulator automatically halves the AQro 
value when the calculated time interval is greater than 
the specified maximum time interval (At,,,). 

L 

(PEG), = (QFG),.I + AQFG 1 
NO 

Fig. 1. A characterization procedure for EEPROM writing 
using the SUMMOS simulator. 

transistor can be computed at this charging step by 
the developed 2D channel hot-electron injection 
model. The gate-current is assumed to be constant 
within this charging step so that the time interval (Ar)i 
used to accumulate stored charges AQ,, can be easily 
obtained as: 

AQFO 
(At), = (I,,,. 

The writing time and the stored charges at the 
beginning of the next charging step are: 

ti = t, + Z, = , Ati, (7) 

and 

(QFG 1, = (Q,, 1, - I + (AQ,, Ii, (8) 

respectively. The threshold-voltage shift caused by 
the channel hot-carrier injection at the ith time step 
for the cell transistor can be simply calculated 
as[ 10,201: 

LPP 

where C,, is the capacitance between the control gate 
and the floating gate. The way for choosing the value 
of AQro is to meet a good trade-off between accuracy 
and computation time. Since larger AQFo may 
inevitably produce a worse agreement with the 

2.3. Oxide-electron-trap-induced degradation 

For EEPROM memory devices, it is inevitable that 
the threshold-voltage swing becomes narrow gradu- 
ally. This phenomenon is attributed to the oxide 
trapping effect of the injected electrons through the 
thin oxide layer during repeated write/erase oper- 
ations. In order to simulate the degradation of 
EEPROM writing caused by these oxide trapped 
electrons, the SUMMOS simulator has been further 
modified for this purpose. The whole writing cycle 
starts at writing cycle = 1 with the oxide trapped 
electron density of Trap,, = 0, and then enters the 
basic writing procedure mentioned in Fig. 1. At each 
time step of the present writing cycle, the increment 
of oxide trapped electron density ATrap, is calculated 
by the following rate equation: 

ATrapi 
- = Q,, (I, 1, . W,, - Trap, - ,I, 
(At), 

(10) 

with 

Trap, = Trap,_ , + ATrap,, (11) 

where N,, and oax are the total trapping density and 
the capture cross section of oxide electron trap, 
respectively. Poissons’s equation in the oxide region 
is then solved by including these trapped charges to 
get the potential and field distributions for the next 
time step. This process is proceeded until the last time 
step, and the accumulated oxide trapped electrons are 
stored as the initial value of Trap, for the following 
writing cycle. This process is repeated until the 
specified writing cycle is reached for the reliability 
simulation procedure. 

3. RESULTS AND DISCUSSIONS 

Comparisons of the simulated and experimental 
gate-currents for conventional n-MOSFETs with 
different effective channel lengths of 0.8 and 1 .O pm 
at drain bias 5.5 V are shown in Fig. 2, in which the 
experimental data and the detailed device specifica- 
tions are obtained from [lo]. From Fig. 2, it is shown 
that the experimental gate-current vs gate-bias curves 
for different channel lengths can be well characterized 
by our developed gate-current model. It is clearly 
shown that our gate current model. though simple 
and macroscopic, has obtained better simulation 
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Vds=S.SV; Vbs=OV 
Leff=OBum 

Leff=l.Oum 

Marks : Exp. data from Ref.[lO] 1 

Lines : Simulation results from SUMMOS 

10“’ L 
4.0 5.0 6.0 7.0 8.0 

Gate Voltage (V) 

Fig. 2. Comparisons between simulated gate-currents and experimental data for conventional n- 
MOSFETs biased at Vos = 5.5 V with different effective channel lengths. 

results as compared to those shown in [IO]. Note that, 
in our gate-current modeling, we have proposed that 
the 2D effective injection barrier should include the 
extra barrier lowering term because these injection 
electrons are “hot” and the term mB,_ in eqn (3) 
can be used to accurately simulate the hot-carrier 
effects. It is quite interesting that the parameter y in 
eqn (3) is a universal constant of 3.8 x 10e6q (cm) 
for different channel lengths. This fact has been 
proven by our previous results using different MOS 
technologies[ 15,171. 
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Modelings of EEPROM writing have also been 
verified by comparing with experimental writing 
characteristics of a EEPROM cell in [lo]. Figure 3 
shows comparisons between measurements and 
simulations of the output characteristics of a EEP- 
ROM cell with .&,, = 0.5 pm, in which the figure 
refers to the case of no charge stored in the floating 
gate. The achieved agreement demonstrates that the 
device parameters used for SUMMOS simulator have 
been accurately extracted. Figure 4 and Fig. 5 show 
the dependence of writing characteristics on applied 

EEPROM cell with Leff=O.Sum ; Vbs=OV 

- : Experimantal data from Ref.[lO] 
n : Simulation results from SUMMOS 

oom * 0.0 0.5 1.0 1.5 
Drain Voltage (V) 

Fig. 3. Comparisons between calculated I,,-V, characteristics and experimental data for an EEPROM 
cell with L,, = 0.5 pm. 
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EEPROM cell with LcfF=0.7rrm; programmed by Vgs=ll.SV 

Lines : Experimental data from Ref.[lOJ 

Marks : Simulalion results from SUMMOS 

Write Time @wc) 

20.0 30.0 
Write Time (usec) 

Fig. 4. The writing characteristics of a EEPROM cell with La = 0.7 pm programmed by different 
drain-voltages. Lines: experimental data from [IO]; Marks: simulation results from SUMMOS. Note that 

the variation of floating gate voltage V,, during the writing process is inserted. 

drain-bias and channel length, respectively. The inset of Fig. 4. Initially, the floating gate-voltage is 
whole ranges of experimental results with EEPROMs higher than Vns, which makes the threshold-voltage 
featuring different channel lengths (OS-O.8 pm) and of the cell transistor increasing rapidly due to the high 
operated with wide range of applied biases have been injection gate-current. When the injected charges are 
simulated with the same y value. From the achieved gradually accumulated in the floating gate, the charg- 
agreement shown in Figs 4 and 5, it indicates that our ing current will first increase and then decrease 
modeling is verified to accurately simulate the gate- abruptly due to the bell-shaped gate-current shown in 
current for the writing process with wide range of Fig. 2. Thus, the threshold-voltage shift vs writing 
floating gate-voltages from 3 to 8 V, as shown in the time curves tend to saturate when the floating gate- 

6.0 
EEPROM cell programmed by Vds=6V; Vgs=lLSV 

Lines: Experimental data from Ref.[lO] 

Marks: Simulnlion results from SUMMOS 

Write Time (usec) 

Fig. 5. The writing characteristics of EEPROM cells with different effective channel lengths. Lines: 
experimental data from [IO]; Marks: simulation results from SUMMOS. 
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~ : Experimental data from Ref.[lOl 
0 : Simulation without oxide trap 

0 -----0 : Simulation after writing cycle=1000 
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10.0 20.0 30.0 

Write Time bsec) 
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Fig. 6. The degradation of threshold-voltage shift for EEPROM writing. The total oxide trap density (N,,) 
used in the rate equation are 6 x IO’* (cmm2) and I x IO" (cme2) for the capture cross section (c,,) of 

1.5 x IO-‘* (cm*). 

voltage is lower than Vos, as shown in Figs 4 shown in Fig. 6. It is known that the trapped 

and 5. electrons in oxide layer will suppress the floating 
The degradations of threshold-voltage swing for gate-voltage. With the same applied bias on the 

0.7 pm EEPROM after different writing cycles of control gate, the floating gate-voltage VFG will 
1000 and 100,000 with different total trapping decrease with increasing the trapped electrons in the 
densities (N,,) of 6.OE12 and l.OE13 (cme2) are oxide. Therefore, the threshold-voltage shift will first 
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Fig. 7. The narrowing of threshold-voltage swing for a EEPROM cell operated with different drain- 
voltages for different total oxide-trap densities. The spatial distributions of oxide traps after writing 
cycles = 1000 (O), 10,000 (*). and 100,000 (0) programmed by V,,, = 5.75 V and V,, = I I.5 are inserted 

with the dashed line: N,, = 6E12 (cm-*) and the solid line: N,,, = lEl3 (cm-?). 
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speed up due to the bell-shaped gate injection current 
and then rapidly saturate to a lower value as 

compared to that of devices without the trapped 
electrons in the oxide. From the demonstration in 
Fig. 6, the trapped electrons in the oxide will narrow 
the threshold-voltage swing in EEPROM writing, 
and this effect is getting worse with increasing the 
writing cycle and the total oxide-trap density. 
Figure 7 summarizes the narrowing of threshold- 
voltage swing as compared to the case without the 
trapped electrons in the oxide. Note that, all the 
threshold-voltage swings are extracted at a writing 
time of 40 ps. It is clearly seen that the degradation 
is enhanced when the trapping rate (total trap density 
or the capture cross section), the number of writing 
cycle, and the writing bias are increased. The spatial 
distribution of oxide electron traps after different 
writing cycles of 1000, 10,000 and 100,000 is shown 
in the inset of Fig. 7. In Figs 6 and 7, the rate 
equations are calculated with a fixed capture cross 
section of u,, = 1.5E-18 (cm’) and different total 
oxide trap densities of 6.OE12 and l.OE13 (cme2). 
All these parameters are dependent on the fabrication 
process and can be determined from experimental 
measurements[21]. Then, substituting these par- 
ameters into our developed simulation technique, the 
optimized design for EEPROM can be obtained just 
before device fabrication. 

4. CONCLUSIONS 

In this paper, we have presented the developed 
gate-current modeling for hot-carrier effects and its 
applications to the writing and reliability problems of 
EEPROM devices. The gate current of short channel 
n-MOSFETs has been computed by a simple and 
accurate simulation technique, in which a 2D channel 
hot-carrier enhanced injection probability is pro- 
posed. This enhanced factor is modeled by an effec- 
tive barrier lowering term which is simply expressed 
in terms of the actual hot-electron current flow path 
and its power density gained from the local electric 
field. The fitting parameter y is shown to be a 
universal constant for all the simulation cases. With 
this gate injection model and charge boundary 
condition, characterization of n-channel EEPROM 
writing has been well verified to be consistent with the 
experimental data of different channel lengths 
(0.5-l.Opm) for wide ranges of bias conditions. 
Moreover, the effects of oxide electron traps have 
been incorporated into our simulator to characterize 
the reliability problems during repeated EEPROM 
cell write/erase operations. It is shown that oxide 

electron traps will narrow the threshold-voltage 
swing in EEPROM writing the degradation is 
enhanced with increasing and the trapping rate and 
applied biases. With the efficient and accurate simu- 
lation technique proposed, the SUMMOS simulator 
can be used as a useful computer-aided-design (CAD) 
tool to support the development of scaled EEPROM 
memory devices in order to speed up the writing 
procedure and improve its long term reliability. 
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