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ABSTRACT 

 
An image watermark parameter optimization procedure is proposed for selecting the most effective DCT coefficients 
for watermark embedding. Using this set of coefficients improves the watermark robustness and reliability against 
attack while it maintains the transparency of the embedded watermark. With the aid of prior knowledge of attacks, the 
visual masking effect and the attack distortion on each (DCT) transform coefficient are pre-calculated so that a 
maximum strength watermark within visual threshold can be inserted. There are two stages in the design phase. First, 
taking into account the combined effect of watermark embedding and attack, we pick up the robust coefficients that 
resist a specific type of attacks and in the meanwhile we keep the distortion lower than the visual threshold. Although 
typically the watermark detection reliability increases with the increasing number of embedded coefficients, the less 
effective coefficients may degrade the overall detection performance. Thus, in the second stage, some initially selected 
coefficients are discarded by an iterative process to reduce the overall error detection probability. Since digital images 
are often compressed for efficient storage and transmission, we adopt JPEG compression as the attacking source. The 
simulation results show that the detection error probability is significantly reduced when the selected robust coefficients 
are in use. These coefficients with watermark embedded on them can also survive color reduction, Gaussian filtering, 
and frequency mode Laplacian removal (FMLR) attacks. 
 
Keywords: Digital watermark, robust coefficients, watermark detection, watermark capacity, JPEG attack. 
 

1. INTRODUCTION 
Many digital watermarking schemes have recently been proposed for copyright protection and other applications due to 
the rapid growing demand for multimedia data distribution. Watermark designing issues include detection robustness, 
detection reliability, imperceptibility and capacity. Several works studying the watermark capacity issue have been 
published using the theoretical analysis approach [23][24][25]. There are tradeoffs between the achievable 
watermarking rate, allowable distortion for information hiding, and robustness against attacks [24]. It has been reported 
that the transform–domain watermarking techniques may offer a higher capacity under specific attacks (such as 
compression) [6][23]. Since our targeting watermarks should be invisible to human eyes, we are especially interested in 
the watermark capacity and robustness under the combined consideration of reliable detection and visual fidelity. The 
perceptual watermark capacity in different transform domains is analyzed in [10]. In [25], the capacity constrained by 
reliable statistical detection is calculated. In [12], the minimum number of coefficients in discrete wavelet domain with 
spread spectrum watermark embedding is theoretically analyzed using the human visual model and a probabilistic 
detection model.  
 
These previous researches estimate the watermark capacity bound under certain assumptions, but the exact locations of 
the coefficients for watermark embedding are not identified.. In this paper, we develop a procedure that find these 
effective coefficients in natural images, which achieve both detection robustness and watermark invisibility. Since 
digital images are often compressed for efficient storage and transmission, in this study, JPEG compression is the 
attacking source although our method can be generalized to the other sources. There are two stages in selecting 
coefficients. In the first stage, deterministic analysis is applied to pick up the proper coefficients and decide the 
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watermark strength so that the attacked coefficients still bear the valid mark and the total distortion is within the visual 
threshold. However, the real attack may be somewhat different from the one in the design phase. Hence, we calculate 
the statistical features of images and attacks and discard the coefficients that reduce detection reliability (increase error 
probability).  In Section 2, the robust and imperceptible coefficient selection process is developed. Section 3 describes 
the human visual masking model used in our example. Section 4 contains the description of the reliability improvement 
process. Section 5 and 6 cover the details of the watermark embedding and detection procedures. Simulation results 
summarized in Section 7 will show the performance of our scheme. Finally, section 8 concludes this presentation. 
 

2. ROBUST AND IMPERCEPTIBLE COEFFICIENT SELECTION 
Our goal is to achieve the maximum detection robustness while the watermark imperceptible property has to be retained. 
Several factors affect the watermark detection ability. In the case of transform-domain watermark embedding, the first 
item one may consider is to use more coefficients. However, some coefficients with low energy, say, may be 
inappropriate for carrying watermarks. Similar to the signal design process in digital communications through noisy 
channels, signals (now transform coefficients) have to be carefully selected to achieve the robustness goal. Increasing 
the magnitude of watermark generally increases the watermark robustness. But on the other hand, large-magnitude 
changes on coefficients may be perceptually visible. Also different types (and amount) of attacks produce different-
levels of damages on the watermarks. The coefficients that can tolerate a specific type of attack can be identified with 
the aid of damage analysis on potential attacks [29]. The analysis on the visibility of embedded watermarks becomes 
quite complicated when both attacks and watermarks co-exist. In [11], the author suggests that the joint distortion due to 
watermarking and the attack (compression) on the original host data should be kept lower than the just noticeable 
difference (JND) of the human perceptual system. Therefore, the watermark capacity is also constrained by the human 
visual threshold. 
 
We first assume both the attacking method and the watermark embedding method are known. In our experiment, JPEG 
compression is used as the attacking method. And as said earlier, we adopt the transform-domain warermarking 
embedding technique. Now, the robustness of watermark can be increased by either selecting proper coefficients or 
adjusting watermark embedding parameters. For example, a DCT coefficient is more robust if it is larger than half of 
the quantization step size before and after embedding [19]. If a DCT coefficient is modified to an integral multiple of a 
certain step size, which is larger than all the allowable quantization steps used in the JPEG compression attack, then the 
modified value of this watermarked coefficient can be correctly reconstructed after JPEG compression [9].  
 
We adopt the DCT-domain additive embedding scheme for data hiding. An original DCT coefficient x[i] is positively 
watermarked if the watermark bit w[i] is +1, and it is negatively watermarked if w[i] is –1. That is,  
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where ][iα is the watermark strength for coefficient x[i], and its value is decided by the visual threshold as stated below.  
 
There are two stages in our proposed scheme. In the first robustness and imperceptibility coefficient selection stage, the 
attack (JPEG quantization) effect on the watermarked coefficients are examined for robustness and imperceptibility. 
One DCT coefficient is declared robust if both its positive watermark embedding and negative watermark embedding 
can survive the attack. 
 
On the other hand, since the human eyes are rather sensitive to low-frequency coefficient variations, we do not embed 
the watermark in the DC coefficients. The robustness and imperceptibility of all AC coefficients are examined. Two 
criterions are used to select DCT coefficients: (i) the embedded watermark bit can still be detected correctly after JPEG 
quantization, and (ii) the joint effect of watermark embedding and JPEG quantization is perceptually invisible.  
 
The flowchart of this coefficient selection process is shown in Fig. 1. Initially, the embedded watermark strength 

][iα of the ith AC coefficient x[i] is set to be the visual masking threshold hvs[i] of this coefficient (details to be 

described in Section 3). Let the quantization step size of JPEG compression with quality factor q be q∆ . The JPEG 
compression is applied to both the positively watermarked and the negatively watermarked values of the same DCT 
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coefficient. As a result, the distortion between the unwatermarked AC coefficient x[i] and its quantized positively 
watermarked coefficient x’[i] is ][ieposw

, where 

,

0])[][(][
])[][(2/

0])[][][
])[][(2/

][













<+−












∆

++∆−
⋅∆

≥+−












∆

++∆
⋅∆

=

ihvsixix
ihvsix

Round

ihvsixix
ihvsix

Round

ie

q

q
q

q

q
q

posw

 if ,

( if ,                                  (1) 

and the distortion between the original AC coefficient x[i] and its quantized negatively watermarked coefficient x’[i] is 
][ienegw
, where  
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A DCT coefficient is retained in the candidate set if both its positively and negatively watermarked values satisfy the 
aforementioned two criterions. First, the robustness criterion requires that the watermark bit is correctly detected after 
JPEG compression; that is, the sign of ][ieposw

 is +1 and the sign of ][ienegw
 is –1. Second, the imperceptibility criterion 

requires that the watermarked and JPEG compressed coefficients do not depart from their original values by the visual 
threshold; that is, both of ][ieposw

 and ][ienegw
 should not be greater than hvs[i]. If the second criterion is not satisfied, 

we adjust the watermark strength ][iα to meet the above criterions if it is achievable. Let 
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If either the sign of ][ieposw
or the sign of ][ienegw

 is equal to that of ][ieorg
, the watermark strength ][iα is set to ][ieorg

 

since JPEG quantization error ][ieorg
 on x[i] is visually tolerable in JPEG compression. 
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Figure 1: Robust and imperceptible coefficient selection stage. 

 
The sets of robust coefficients under JPEG compression corresponding to different quality factors are thus produced. 

Since q∆  decreases as the quality number of the JPEG compression increases, a coefficient that survives the JPEG 
compression with a low quality factor (such as 50) usually also survives the JPEG compression with a higher quality 
factor (such as 90). Therefore, the number of the coefficients passing a low-quality-factor JPEG attack is smaller than 
that passing a higher quality-factor attack.  These selected coefficients will be further screened in Section 4. 
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3. THE VISUAL MASKING EFFECT IN THE TRANSFORM DOMAIN 

From the watermarking viewpoint, we are particularly interested in the masking properties of the human visual system 
(HVS) [4]. Masking effect means that the visibility of one (image) signal is changed due to the existence of the other 
(image) signal. Several visual masking effects have been identified such as spatial masking, luminance masking, and 
contrast masking. In watermarking applications, a watermark may become invisible due to the existence of the original 
image as predicted by the masking effect. 
 
The inclusion of human perceptual characteristics into the watermarking design process helps maintaining the 
watermark imperceptibility,. Another advantage of this approach is that if the watermarked image spectra is similar in 
shape to the spectrum of the original image then the attackers cannot easily identify the embedded watermark by using 
some prior knowledge on the image’s statistics [16][17][27][28]. Examples of image adaptive visual watermarking 
schemes can be found in [5][7][22]. Details about perceptual masking effects can be found in [1][3][5].  
 
In the following procedure, we adopt the visual masking model in the DCT domain since both the JPEG compression 
and our watermark embedding process are conducted in the DCT domain. The visual masking thresholds are calculated 
only for AC coefficients because the DC coefficients are not marked. Therefore, the Watson’s DCT-based visual model 
is employed to calculate the contrast masking threshold mnke  of the AC coefficient x[i] at the 2-D frequency index (m,n) 

of block k. The visual threshold hvs[i] is then set to mnke  and it is used to adjust the watermark embedding strength 

][iα as described in Section 2. The contrast masking often has the strongest impact (masking) on the visual effect.  
 
In our experiment, the values of the parameters for contrast masking threshold computation are the same as those in the 
Checkmark package [30]. This set of setting is decided through subjective tests and is widely adopted in research. More 
details can be found in [26] and [30]. Here, we briefly describe its computational steps. 
  
1. Set xW  to ))344/(()/180( vdv ××π , yW  to ))342/(()/180( vdu ××π , where v is the vertical screen image size, u is 

the horizontal screen image size, and vd  is the viewing distance. In our experiments, v is 8.8, u is 9.4, and vd  is 
72. 

2.Calculate 22 )/()/(
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8. Calculate the luminance masking threshold at frequency index (m,n) for block k :  tak
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c
tt )(

00

00= , where 

812800 ×=c , and kc00 is the DC coefficient of block k.  
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9. Calculate the contrast masking threshold: ],max[ 1 mnmn w
mnk

w
mnkmnkmnk tcte −⋅= , where mnw  is chosen experimentally. 

We set 000 =w  and 7.0=mnw  for all the other coefficients. Note that mnkc  is the (m,n) AC coefficient of block k. 

 
4. DETECTION RELIABILITY IMPROVEMENT 

A watermarking system can be viewed as a communication system with, possibly, side information [13]. Thus, if the 
watermark detector is known and the type of attacks is also known in advance, the coefficients that have higher 
detection error probability can be predicted and dropped to improve the overall detection reliability. The so-called error 

probability includes both the false positive probability FPP  and false negative probability FNP . The probability that an 

unwatermarked image is wrongly declared watermarked by the detector is FPP . On the other hand, the error probability 

of undetected watermark is FNP . The average error probability is 2/)( FNFPerror PPP +=  if we assume an image is 
equally likely marked or unmarked. Let 0H  denote the state that an image is unwatermarked and 1H  denote the 

watermarked state. 
 
In the second stage that DCT coefficients are further screened to enhance the detection reliability, we need an attack  
distortion model. In other words, how the detection error probability of a particular coefficient is affected by the JPEG 
compression. We first collect statistics from the real data. We apply the (JPEG) attack to the watermarked image. Then, 
the error probability is estimated based on a statistical model of the distorted watermarked coefficients. In [14][15], a 
theoretical model for additive watermarks under JPEG quantization effect is proposed based on the dither quantization 
theory [20]. The pseudo-noise watermark and the original image are assumed to be independent. It was shown that the 
JPEG quantization distortion on individual coefficient cannot be approximated by an AWGN channel. In particular, the 
distributions of fine quantization errors and coarse quantization errors are different. Therefore, we do not apply the 
normal distribution model to the individual coefficient. Instead, we adopt the approach based on the central limit 
theorem [15]. That is, the mean value of the normalized correlation sum is approximated by the normal distribution. 
This model can be extended to other attacking sources. 
 
The candidate coefficients that have passed the robustness (and imperceptibility) process in Section 2 are examined 
against the reliability test at the reliability improvement stage. Only one coefficient is discarded in each iteration. The 
coefficient discarding process is repeated until the overall error probability cannot be reduced further more. At the 
beginning of one iteration, if there are N remaining coefficients, N candidate sets are formed by deleting one coefficient 
alternatively in this N-coefficient set. Consequently, there are N-1 coefficients in each candidate set. Then, the statistics 
based on the Bayes’ decision rule for watermark detection for each candidate set is calculated individually. The set with 
the lowest error detection probability is retained if the overall detection error probability decreases monotonically. The 
derivation is described below. 
  
The detection error probability is calculated based on the watermark detection rule. Here, the watermark detection rule 
is designed to minimize the average cost using the Bayes’ rule. The binary hypotheses of watermark detection for a 
received image are [13][19]  
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where y[i] is the difference between the received coefficient and the unwatermarked coefficient x[i], d[i] is the 
embedded watermark, ][

0H ie  is the attack distortion on the original coefficient, and ][
1H ie  is the attack distortion on the 

watermarked coefficient.  
 
Let c[i] be the normalized correlation value between y[i] and d[i], and C is the mean value of the normalized correlation 
sum. Let 10c  be the cost of the false positive decision, 01c  be the cost of the false negative decision, 00c  be the cost of 

detecting watermark correctly, and 11c  be the cost of detecting the absence of watermark correctly. Then, the Bayes’ 
decision rule is choosing H1 if  [21] 
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where C is an estimated value of E{c}, 
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As described earlier that w[i] is the watermark signature with antipodal signaling {-1,1}, and ][iα is the adjustable 
watermark embedding strength of x[i] (described in Section 2). In (5), M is the number of the watermarked coefficients, 

and 
2
dσ  is the variance of embedded watermark signals. Since in the denominator, 
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is in use, C is not bounded to [-1, 1] and could be any value in ),( ∞−∞ .  When M is sufficiently large, the probability 
distribution of C can be approximated by the Gaussian distribution according to the central limit theorem [2]. 
 
The variance of C is 
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Therefore, the left hand side of the decision rule (4) becomes 
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Equivalently, 
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Finally, the maximum-likelihood (ML) detector is obtained with K=1 in (4) assuming that (i) 11010010 cccc −=−  , and 

(ii) )()( 10 HPHP = . Then, (8) can be simplified and expressed as 0)21 >−− xCxC )(( . The detection threshold cx  is 

either 1x  or 2x as its value should locate between }H|E{ 0c  and }H|E{ 1c . As a result, the image is declared 

watermarked if cxC > . Consequently,  
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To estimate FPP  and FNP  in (9) and (10), the statistics }H|E{ 0c , }H|E{ 1c , }H|Var{ 0c , and }H|Var{ 1c  are derived 

from the image data. We assume a coefficient is equal likely being positively or negatively watermarked. Then, 
}H|E{ 0c , }H|E{ 1c , }H|Var{ 0c , and }H|Var{ 1c  are calculated by the following equations: 
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The above parameters are computed from the candidate coefficient sets. That is, in each iteration, the average error 
probability based on the average of (9) and (10) are computed for every candidate set. And the best one is selected as 
described earlier. This iteration process continues until the average error does not decrease any more. Note that the 
coefficients sets associated with different JPEG compression quality numbers are different as discussed in Section 2.  
 

5. WATERMARK EMBEDDING SCHEME 
The watermark embedding process is outlined in Fig. 2. At beginning, an original image is converted to some transform 
domain and the visual masking thresholds of all transform coefficients are calculated. The robust and imperceptible 
coefficient selection process (Robustness stage in Section 2) generates robust coefficients within the visual fidelity. We 
then perform the reliability detection improvement process (Reliability stage in Section 4) on the candidate coefficients 
iteratively to decrease the detection error probability. Next, watermarks are embedded on the selected coefficients in the 
DCT domain. Finally, the watermarked DCT-domain image is converted back to the spatial domain. 
 
In our experiment, the original image is transformed by 88×  2-D DCT and the contrast masking thresholds are 
calculated for all AC coefficients. After the locations of robust coefficient are determined by the Robustness and the 
Reliability stages, multiple watermark sequences are embedded to the selected coefficients subject to different JPEG 
compression quality factors. Let the DCT coefficients of the same 2-D frequency index constitute one sub-channel and 
there are thus totally 63 sub-channels. Typically, the AC coefficients in a subchannel can be modeled as generalized 
Gaussian distribution source[18]. Then, sub-channels containing the selected coefficients are watermarked in the raster-

scan order of 88× blocks. The watermarked coefficient is generated by ][][][][' iwiixix ⋅+= α . The watermark 

strength ][iα of this watermark bit is determined by (4) and (5) in Section 2. Finally, the watermarked 88×  blocks of 
coefficients are converted back to the spatial domain by 2-D IDCT. 
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Transform
Inverse
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Original
Image

Watermarked
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Figure 2: Watermark embedding scheme. 

 
 

6. WATERMARK DETECTION SCHEME 
Figure 3 shows the block diagram of our watermark detection scheme. The robust coefficients of an original image are 
first extracted in transform domain. Since the locations of watermarked coefficients are image-dependent, they have to 
be found with the aid of the original image during watermark detection. The Robustness and the Reliability stages are 
the same as those at watermark embedding. The visual masking thresholds are determined based on the original image. 
In fact, the watermark information in embedding such as the number and locations of embedded coefficients can be 
recorded for detection purpose. Finally, watermark sequences are extracted from the received image and correlate with 
the original watermark for binary hypothesis testing and decision. 

Proc. of SPIE Vol. 5020     101

Downloaded From: http://proceedings.spiedigitallibrary.org/ on 04/27/2014 Terms of Use: http://spiedl.org/terms



 

Robust and
Imperceptible
Coefficient
Selection

Detection
Reliability

Improvement

Watermark
Detection

Visual
Masking
Threshold

Computation

Transform
Original
Image

Watermark

Inverse
Transform

Received
Image

Detection
Hypothesis

 
Figure 3: Watermark detection scheme. 

 
Multiple watermarks designed for different JPEG compression quality may be inserted. For each watermark sequence, 
the hypothesis decision is performed based on the Bayes’ decision rule. The mean value of the normalized correlation 
sum C is computed by  
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 with ][][][ iiwid α⋅= ,                                                (17) 

where ][iy is the DCT coefficient in the received image, ][iα is the watermark strength of coefficient ][ix , and ][iw is 

the watermark signature. Then, C is compared against the threshold cx defined by (8). Finally, the binary detection 
hypothesis corresponding to each watermark sequences is conducted. The presence of the watermark is declared if at 
least one watermark sequence (among multiple watermarks) is successfully detected. 
 

7. SIMULATION RESULTS 
We tested the proposed watermarking scheme on the 512512 × images, Lena and Baboon. Due to the limitation of space, 
the experiment results are listed here mainly for the image Lena. The JPEG compression quantization step size defined 
in StirMark 3.1[31] is used in the Robustness and the Reliability stage, and it is defined by 
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                                                  (18) 

Sets of robust coefficients are generated corresponding to JPEG compression quality factors range from 50 to 85 with 
step size 5. The difference images between the original images and the watermarked images in the spatial domain are 
magnified by a factor of 30 and are shown in Figs. 4 (a) and (b). The watermark mainly spreads over the visual 
significant portions as we expect. 
 
The properties of the selected coefficients corresponding to different JPEG compression quality factor after two 
processing stages for image Lena are shown in Table 1. The number of dropped coefficients and the improved error 
detection probability for higher JPEG compression quality factors are usually larger than those for lower JPEG 
compression quality factors. This is partially because there are more candidate coefficients surviving higher JPEG 
compression quality factors in the Robustness stage. However, the estimated error  probability of the selected robust 
coefficients is relatively small because the detection is done with the original image and the attacking source is assumed 
known in the design phase. 
 
The estimated statistics for selected coefficients corresponding to different JPEG compression quality factors after 
detection reliability improvement stage but before watermark embedding is shown in Table 2 for image Lena. The 
experimental results show that the variance of the embedded watermark strength }H|Var{ 1d is larger for lower JPEG 

compression quality factors since the attack produced by a lower JPEG compression quality factor will cause higher 
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quantization distortion. We also observe that }H|Var{ 0c is not equal to }H|Var{ 1c  for real images. }H|E{ 0c  is not equal to 

zero but it is usually very close to zero. }H|E{ 1c  depends on the distortion model (attack) and it is approximately 0.74 

for different JPEG compression quality factors in our case. The detection threshold cx is computed from (8), and it is 
roughly near the average value of }H|E{ 0c  and  }H|E{ 1c  as we expect. 

 
StirMark 3.1[31] is used to test the robustness of the watermark. The data shown in Tables 3 to 6 are each averaged 
over 10 different watermark pseudo random sequences. As shown in Tables 3 and 4 for images Lena and Baboon, 
respectively, our scheme can survive JPEG compression at different quality factors. Attacks of JPEG compression at 
other quality factors are applied to a watermark sequence designed for a different compression quality factor and the 
detection results sometimes are even better.  
 
Although our scheme is designed as a JPEG-robust watermarking scheme, it can resist many other signal processing 
attacks including color reduction, Gaussian filtering, median filtering and frequency mode Laplacian removal (FMLR). 
The results are shown in Tables 5 and 6. Our watermark can survive several combinations of attacks such as JPEG 
compression together with Gaussian filtering and JPEG compression together with FMLR attacks. However, the 
combined attacks of JPEG compression with 44 ×  median filtering may fail our scheme. The reason may be due to the 
common lowpass filtering property of the Gaussian filtering and JPEG compression. Therefore, essentially, the attacked 
images are heavily lowpass filtered. In fact, this attack damages image quality.  
 

8. CONCLUSIONS 
In this paper, a selection procedure is designed to identify the most effective DCT coefficients for watermarking 
purpose. The target is to improve both the watermark robustness and its detection reliability under the JPEG 
compression attack. There are essentially two steps in the design phase. Candidate coefficients and watermark signal 
(strength) are first picked to achieve both robustness against JPEG attack and perceptual invisibility. Then, we examine 
the error probability of using these candidate coefficients. The weak ones that lower the detection probability are 
discarded. Finally, we obtain a set of robust coefficients, which are both picture and attack dependent. However, 
because many attacks have similar statistical characteristics, our designed watermark can survive many other types of 
attacks too. Our simulations show that the proposed watermarking scheme performs very well in achieving high 
detection probability while maintaining the transparency of the embedded watermark. The methodology presented here 
for finding the most effective coefficients can be extended to the other types of attacks and/or watermarking techniques.  
 

  
(a)                                    (b) 

Figure 4: The (absolute) difference image between the original image and the watermarked image. The magnitude in display is 
amplified by a factor of 30. (a) Lena and (b) Baboon. 
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JPEG 
Quality 
Factor 

No. of Selected Coefficients 
after Stage 1 

No. of Selected Coefficients 
after Stage 2 

Estimated errorP  

after Stage 1 

Estimated errorP  

after Stage 2 

50 293 289 4.801553e-040 1.399886e-041 
55 254 251 1.379195e-031 1.211739e-033 
60 302 291 5.086452e-031 1.327997e-036 
65 436 403 1.079740e-039 9.773688e-051 
70 706 643 6.579702e-059 4.829724e-078 
75 909 789 2.441071e-065 8.627588e-084 
80 1735 1453 4.439007e-091 2.905769e-151 
85 2793 2531 8.608640e-133 3.578031e-211 

Table 1: The properties of the selected coefficients corresponding to different JPEG compression quality factor after the robustness 
and imperceptibility stage (stage 1) and after the reliability improvement stage (stage 2) for image Lena. 
 
  
 
 
 
 
 
 
Table 2: The estimated statistics of the selected coefficients corresponding to different JPEG compression quality factors after the 
reliability improvement stage before watermark embedding/detection for image Lena. 
 

Quality Factor of JPEG in Design Phase  
50 55 60 65 70 75 80 85 

50 0.75828 1.08891 1.04426 1.02631 1.00508 1.15911 0.93469 0.97188 
60 0.99471 1.01038 0.76611 1.02535 1.02814 0.98421 1.05550 0.97467 
70 0.97866 1.02394 0.99183 0.98873 0.78478 1.09376 1.00775 1.07304 
80 0.98994 0.99587 0.97218 1.00782 0.99724 1.00715 0.78528 1.01181 

JPEG 
Attack 
Quality 
Factor 

90 0.99550 0.99733 0.99988 1.00381 1.00815 1.00796 0.98741 0.96969 

Table 3: The mean of the normalized correlation sum C of the JPEG robust watermark sequences corresponding to different JPEG 
compression quality factors for image Lena. 
 

Quality Factor of JPEG in Design Phase  
 50 55 60 65 70 75 80 85 

50 0.76344 1.13343 1.02823 0.99543 1.02616 1.25157 0.94913 0.95039 
60 0.99721 1.07403 0.76942 1.02157 0.92880 1.02635 0.97016 1.03013 
70 0.98575 0.97904 0.98298 0.98360 0.76418 1.07157 1.05176 1.09250 
80 0.98615 0.98364 0.97140 1.02317 0.99243 0.98069 0.77840 1.01349 

JPEG 
Attack 
Quality 
Factor 

90 0.99654 0.99814 0.99935 1.00039 1.00022 1.00090 0.99916 0.99564 

Table 4: The mean of the normalized correlation sum C of the JPEG robust watermark sequences corresponding to different JPEG 
compression quality factors for image Baboon. 
 

 4x4 Median Filtering+ 
JPEG90 

Gaussian Filtering+ JPEG90 FMLR+JPEG90 Color Reduction 

JPEG 55 0.91803 0.84612 0.72875 0.97436 
JPEG 65 -0.01058 0.64457 0.50121 0.98607 
JPEG 75 0.21487 0.48922 0.52089 0.98635 
JPEG 85 0.03617 0.48588 0.56394 0.96424 

Table 5: The mean of the normalized correlation sum C of JPEG robust watermark sequences under various signal processing attacks 
for image Lena. 
 

 4x4 Median Filtering+ 
JPEG90 

Gaussian Filtering+ JPEG90 FMLR+JPEG90 Color Reduction 

JPEG 55 0.41853 0.58843 0.88425 0.96525 
JPEG 65 0.28093 0.57276 0.85765 0.97251 
JPEG 75 0.33408 0.57476 0.85326 0.97441 
JPEG 85 0.00109 0.44087 0.78815 0.95511 

Table 6: The mean of the normalized correlation sum C of JPEG robust watermark sequences under various signal processing attacks 
for image Baboon. 

JPEG 
Quality 
Factor  

}H|E{ 0c  }H|Var{ 0c  }H|E{ 1c  }H|Var{ 1c  }H|E{ 1d  }H|Var{ 1d  Detection 

Threshold cx  

55 -0.01831 0.37449 0.74550 0.15477 0.05499 57.53850 0.44606 
65 -0.01842 0.40716 0.74495 0.15064 0.02267 33.56159 0.45583 
75 -0.03309 0.39831 0.73687 0.23630 -0.00372 21.52627 0.40172 
85 -0.06030 0.37031 0.73288 0.46117 -0.00635 11.07714 0.31457 
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