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ABSTRACT

Iterative reconstruction (IR) algorithms can reduce artifacts caused by filtered backprojection (FBP) or convolution

backprojection (CBP). Recently, the computational effects required for IR of positron emission tomography (PET) studies

have been reduced to make it practically appealing. We have made an implementation of the improved Maximum

Likelihood-Expectation Maximization (ML-EM) algorithm. The transition matrix was generated based on the geometry of

the instrument. Phantoms of 6 line sources and 19 line sources were used to test our accelerated ML-EM algorithms against

the FBP method. The singles were used to calculate the random coincidence rates by a well known formula and were

compared to the randoms obtained by another geometric method. We also designed a new model using two line sources to

determine the ratio of random events to true events. The artifacts near those line sources were eliminated with the ML-EM

method. With decay correction, the RC events were uniformly distributed in whole field after 10 iterations. The ML-EM

reconstructed images are superior to those obtained with FBP. The patterns of randoms provide insightful information for

random correction, which the hardware correction by the delay window can not provide. This information is particular

valuable when the delay window correction is not available in the old fashion PET scanner.
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1. INTRODUCTION

Nuclear medicine imaging diagnosis not only can detect functional and metabolic abnormality but also can do quantitative

studies, thus it becomes an important clinical diagnostic modality. Recently there is a trend using PET for metabolic and

physiological studies, for example glucose metabolic rate in the brain. In doing so, we need to generate accurate parametric'
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images. In order to get such accurate images for quantitative analysis, we need to use better image reconstruction algorithms.

Many commercial PET systems use the CBP technique for image reconstruction due to its fast computational speed.

However, this method has several drawbacks. First, it is derived from the transmission tomography, not the emission

tomography. It is therefore incapable of handling accidental coincidence (AC) or random coincidence (RC) events and

attenuation that occur frequently in practice. Second, it does not consider the random variations that are inherent of the

photon counts of coincidence events. Hence, the reconstructed images are typical noisy and inaccurate. Therefore, it is

necessary to consider a realistic model for PET with RC events and attenuation. Based on this model, reconstruction

methods with regularization are important to reduce the noise and edge artifact. Due to fast progress of computer technology,

computers with very fast computing speeds are developed. Thus, using iterative reconstruction algorithms for such as ML-

EM', in clinical setting have been reported recently. This paper describes our work on RC correction using ML-EM and

shows some comparisons with CBP reconstructed images.

2. MATERIALS AND METHODS

The principle of PET is based on annihilation coincidence detection and tomographic images are formed through

reconstruction step2. The PET scanner is Scanditronix PC4096-15WB whole-body scanner3. A total of 4096 crystals are

arranged in eight rings of 512 crystals each. Two dual photomultiplier tubes (PMTs) are mounted on each assembly of 16

crystals. Transaxial field of view (FOV) is 55 cm and axial FOV is 9.75 cm. We used Ga68 that were produced by Ge68 —

Ga68 generator with a half-life of 68 mm4. In order to understand the detection, performance characteristics and data format,

we designed the following experiments: 1 . Phantom of two line sources separated by 2 cm were located at the central field

of view (FOV) with a FOV of 26 cm, sinograms were obtained from a 10 mm data acquisition. 2. Phantom of six line

sources were located unevenly (intervals between line sources are 1 ,3, 5, 5, and 4 cm, respectively), FOV was set to be 55

cm, acquisition time is 10 mm. 3. Phantom oftwo line sources with equal activity (1 : 1) were separated by 13 cm. They were

imaged at the same time for 10 mm, then one line source was removed to image the other and vice versa. 4. Activity ratios

were changed to be (3:1), (3:2), and (2:1), respectively, and step 3 was repeated again. 5. Two point sources separated by 2

cm were located at the central FOV with a 10 mm scan.

2.1. The ML-EM Algorithm

According to the configuration of V.G.H.-Taipei PET system, the target image is partitioned into B128* 128 boxes (pixels)

and there are D=256* 193 detector tubes recorded in a sinogram of a slice. The intensity at each box, denoted by

)t (b), b =1,2, . . , B, represents the average intensity within the corresponding box. The number of coincidence

events recorded in each detector pair is denoted by n
*
(d), d = 1 , 2 ,..., D . The statistical model (in incomplete

space) is assumed to be

Proc. SPIE Vol. 4142276

Downloaded From: http://proceedings.spiedigitallibrary.org/ on 04/28/2014 Terms of Use: http://spiedl.org/terms



n* (d) i.n.i.d. Poisson (2* (d)) , (1)

where

B

A? (d) = p(b, d)2 (b) . (2)
b=1

Here "i.n.i.d." means "independently and not identically distributed as," t (d) is the average intensities of coincident

events at detector tube d, p(b, d) is the transition probability from box b to detector tube d that may include in attenuation

correction (Shepp and Vardi', Vardi, Shepp, and Kaufman5). For the purpose of applying the EM algorithm, one can assume

the complete space model as

n (b, d) i.n.i.d. Poisson(p(b, d)Z (b)) . (3)

The MLE-EM algorithm is derived as follows. The log-likelihood function in incomplete data space is

D B
l(A. ) = { n (d) ln[ A, (d)] — A (d )} + constant . (4)

d=1 b=1

In contrast, the log-likelihood function in the above complete data space is

DB
l(A. ) = {n (b,d)ln[P(b,d)A. (b)] —p(b,d)A. (b)} + constant . (5)

d=lb=1

The E-step needs to compute the conditional expectation of the complete space log-likelihood. It is

D B p(b d)A.0k(b)Q = E{l (A. n
*

A,*old )} = {n (d) '*o/d ln[p(b, d)2 (b)] - p(b, d)2(b)} + constant,
d=lb=1 A. (d)

(6)

where

A,*old (d) = p(b,d)A.0 (b). (7)

The M-step requires the maximization of the conditional expectation in the E-step. This can be achieved by letting

=0, b = 1,2,• .., B. (8)
ô2 (b)

That is,

3() D p(b,d)A.0h(b) 1
=>{n*(d) —p(b,d)}=0. (9)

a2 (b) d=1 ,%*old(ci) 2 (b)

Hence, the updating formula is

D (b d)2 (b) =
p(b,.) n* (d) told(d)'

(10)
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where

D

p(b,•)= p(b,d). (11)d=1

In summary, the MLE-EM algorithm for PET is as follows.

•Algorithm 1 . The EM Algorithm for PET:

Step 1 . Initial: gold (b) b = 1,2, . . . ,B is obtained by the method of moments estimate (MME), the convolution

backprojection (CBP) method, or other methods.

Step 2. Project: ,*o1d (d) p(b, d)0ld (b) for d=1 ,. . . ,D.

Step 3 . Backproject: for b=l, 2, . . . , B,

I old i i/1 O)D n(bd
anew (b) = (d) ' '

p(b,') d=1 ,*old (d)

Step 4. Stop: If 1 (2'' ) — 1 (,2,old ) < tol , for a tolerance level,

then stop. Else, old (b) anew (b) , and go to Step 2.

2.2. The ML-EM Algorithm for Detecting Random Coincidence Events

A new model for these three sinograms by considering decay correction is proposed as follows. Suppose

n,* (d) i.n.i.d. Poisson (c12 (d)), i = 1,2,3, d = 1,2,.. , D, (12)

where n (d), i = 1, 2, 3, are mutually independent,

B
)t (d) = p(b, d)A1 (b), i = 1,2, (13)

b=1

(d) = p(b, d)(23 (b) + 2Rc (b)), RC) O, (14)

and

A.3 (b) = A.1 (b) + '2 (b). (15)

1n2
For example, the half-life of Ga68 radionuclide is 68 minutes and the exponentially decay rate is k = . Therefore, the

decay factors for three sinograms are

c = etj (1— etj )I(kt1),i = 1,2,3. (16)

The log-likelihood function in the above incomplete data space is
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l( 22 ,k) = {n (d) 1n[c (d)] -c2 (d)} + constant . (17)
d=1j=1

The MLE-EM algorithm for this new model can be derived as follows. Suppose the complete data space is

n.(b,d) i.n.i.d. Poisson (c1p(b,d),Z1 (b)), i = 1,2 , (18)

n3 (b, d) i.n.i.d. Poisson (c3 p(b, d)(Z3 (b) + 2RC (1))) , (19)

for b = 1,2, . . , B, d = 1,2, . . , D and n. (b, d), i = 1, 2, 3, are mutually independent. Then the log-likelihood function

in complete data space becomes

l ('% ,22, k) = {tn (b, d)1n[cp(b, d)% (b)]
d=lb=1 j=1

+ n3 (b, d) ln[c3p(b, d)(23 (b) + 2Rc (b))]

— p(b,d)[c1A1 (b) + c222 (b)]

— c3p(b,d)[23 (b) + 2RC(b)]}

+ constant . (20)

The E-step computes the conditional expectation:

Q = E{lC(2l,22,A,Rc)n,A,0ld1 ,i = 1,2,3)}

D B 2 * p(b,d)A°"(b)= n(d) fold ln[cp(b, d)2 (b)]

bd ,%oldb oldb
+ n (d) '

,*o1d (d)
RC

ln[c3p(b, d)(3 (b) + 'RC (b))]

— p(b, d)[c1A1 (b) + c2Z2 (b)]

—c3p(b, d)(23 (b) + 2RC (b))} + constant, (21)

where

o1d (d) = p(b,d)2 (b), j=1,2, (22)

,%*old (d) = p(b,d)(,d (b) + (b)), (23)

and

o1d (b) =A" (b) + 20d (b). (24)
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The M-step needs to maximize the conditional expectation in the E-step. This can be achieved by solving

Q = 0 ÔQ =, for all j = 1,2, b = 1,2, • , B. Sce
a21(b) 'a2RC(b)

aQ D p(b,d)2(b) 1
—>{n(d) *

aA (b) d=1 ,old (d) (b)

+ (d)
p(b, d)(A (/4 + , (b)) 1

2*old (d) ,t3 (b) + 2RC (1)

—cp(b,d) —c3P(b, d)} = 0,1 =1,2, (25)

and

D
_______ = {n (d)

p(b, d)(2r (b) + A (b)) 1

2RC (b) d=1 2* old (d) 23(b) + 2RC (b)
— c3p(b, d)} = 0. (26)

Let

A1 (b) —
2'(b) D p(b,d)

*
—

p(b,.) d=1 2old (d)
=1,2, (27)

and

old(b)+2(b) 2n(d) p(b,d)
(28)A3(b) =

p(b,.) d=1

Then the above equations (25) and (26) become

A1 (b) + A3 (b) = C + C3, (29)
(b) (b)+22(b)+2Rc(b)

1

A2 (b) + A3 (b) = + 3, (30)
22(b) 2 (b) +22(b) + 2Rc (b)

and

A3 (b)
=c3. (31)

2 (b) +22(b) + 2Rc (b)
In order to maximize the conditional expectation Q and maintain the nonnegativeness of the new estimates, the following

generalized EM (GEM) algorithm is considered.

Algorithm 2. The GEM Algorithm for detecting RC events:

Step 1. Initial:

2old (b) for b = 1,2, . ., B by the MME, CBP, or other methods.
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)(b) =0.

Step 2. Project: 2*old(d) for d = 1,2,• • •,D by (13), (14), (15).

Step 3. Backproject:

A (b) by (27), (28).

,%new(b) < A1 (b),
Cl

2new(b)<
A2(b)

C2

Anew (b) < ),new (b) + )jlew (b)

2(b)< max{(--),0}.
C3 C1 C2

Step 4. Stop:

If lç27w ,271c' ' I 1,2) — 1(,Old ,,o1d, =1,2) < tol for a tolerance level, then stop. Else,

,old (b) ÷— 2new (b) (b) *— J%7 (b), j = 1,2 , and go to step2.

2.3. Random Coincidence Event Rate

The single rays were used to calculate the random coincidence event rates by the formula: RAC= 2tRR wheret is the

coincidence resolving time of the detectors and associated electronics, and R or R is the single-channel6, i.e., the

noncoincidence count rate in detector i or j. These RC rates were calculated using the raw data from the sinograms and were

compared to the results obtained by geometric method. The geometric method uses the following formula:

Rs =2E*e*g*exp(_pD/2)

RT =E*e2*g*exp(_pD)
R _''2* *R2AC s

where E is the source emission rate (positron/sec), c is the intrinsic efficiency of a detector pair (assumed to be equal), i.e.,

fraction of incident photons detected, and g is the geometric efficiency of an individual detector, i.e., fraction of emitted

photons intercepted by the detector6. D is the object thickness and tis the linear attenuation coefficient of the object.
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3. RESULTS AND DISCUSSION

1 . From each raw projection data ofthe line source we get the corresponding sinogram. 2. From the line source sinogram we

estimate the transition matrix for our EM reconstruction7, and the reconstructed images were compared to the ones by FBP.

The streak artifacts near those line sources seen on the FBP reconstructed images were completely eliminated with the ML-

EM method (Fig 1). 3. On the spatial resolution comparisons: in the case of a FOV of 55 cm, FWHM is 9.66 mm from the

FBP results as compared to 7.14 mm from the ML-EM results. In the case of a FOV of 26 cm, FWHM is 6.76 mm fromthe

FBP results as compared to 5.81 mm from the ML-EM results (Fig. 2). 4. We also designed experiments using two line

sources to study random coincidence distribution. A new model was proposed for our modified ML-EM algorithm for these

types of experiments. With decay correction, the random coincidence events were uniformly distributed in whole field after

10 iterations8'9, which becomes an important factor that causes error in quantification (Fig. 3 shows four different activity

ratios between the two line sources). 5. With our modified ML-EM algorithm, we actually were able to reconstruct true and

random coincidence events separately at the same time (Fig. 4). 6. We also used two point sources to determine the ratio of

random coincidence events to true coincidence events. Using single rays, the numbers of random coincidence were

calculated from the above mentioned formula. The numbers of true coincidence were obtained by subtracting corresponding

randoms from total measured coincidence events. The random/true ratio was 47.05% to 78.23%, while in the geometric

method, the random/true coincidence ratio was 33.87% to 59.61% (Table 1).

4. CONCLUSIONS

The ML-EM reconstructed images are superior to those obtained with FBP in terms of spatial resolution, artifacts and noise.

The randomltrue ratios are high, which demonstrates the need for random correction. The patterns of random coincidence

events provide insightful information for random correction, which the hardware correction by the delay window can not

provide. This information is particular valuable when the delay window correction is not available as in the case of old

fashioned PET scanners. With our modified ML-EM method, we are able to reconstruct the true and random coincidence

events separately at the same time in the case of two line sources. In random coincidence studies, the results obtained by

geometric method were close to the results calculated from experimental data, which verifies the random coincidence rate

formula.
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A B

C D

Figure 1 : A: one slice of two line sources reconstructed by FBP, B: the same slice of two line sources reconstructed by ML-EM, C: one
slice of six line sources reconstructed by FBP, D: the same slice of six line sources reconstructed by ML-EM.

Figure 2: The horizontal trace of each ofthe four images shown in Fig. 1, respectively.
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Figure 3: One slice of reconstructed random coincidence events from the two line sources using our modified ML-EM.

Figure 4: Using two line sources for random correction, upper two reconstructed images correspond to each of the line
source acquired separately, the lower left is the reconstructed truce coincidence image corresponding to the two line
sources acquired simultaneously, lower right is the corresponding reconstructed random coincidence image.
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Table 1 . Two point sources random coincidence studies with different activities using geometric and experimental methods, respectively.

eometr experim

uCi random true total R/T random true total BIT

57.03 3.76E+08 6.31E+08 1.O1E+09 5961% 3.88E+08 4.96E+08 8.84E+08

53.55 3.32E+08 5.93E+08 9.25E+08 55.99% 3.43E+08 4.85E+08 8.29E+08 70.68%

50.28 2.99E+08 5.56E+08 8.55E+08 53.0% 3.04E+08 4.75E+08 7.78E+08 63.99%

44.37 2.28E+08 4.91E+08 7.18E+08 46.38% 2.67E+08 4.64E+08 7.30E+08 5750%

34.45 1.37E+08 3.81E+08 5.19E+08 36.O5% 2.35E+08 4.48E+08 6.83E+08 52.34%

32.35 1.21E+08 3.58E+08 4.79E+08 33.87% 2.04E+08 4.34E+08 6.39E+08 47.05%
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