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Abstract—In the social network, living photos occupy a large 
portion of web contents. For sharing a photo with the people 
appearing in that, users have to manually tag the people with 
their names, and the social network system links the photo to 
the people immediately. However, tagging the photos manually 
is a time-consuming task while people take thousands of photos 
in their daily life. Therefore, more and more researchers put 
their eyes on how to recommend tags for a photo. In this paper, 
our goal is to recommend tags for a query photo with one 
tagged face. We fuse the results of face recognition and the 
user’s relationships obtained from social contexts. In addition, 
the Community-Based Group Associations, called CBGA, is 
proposed to discover the group associations among users 
through the community detection. Finally, the experimental 
evaluations show that the performance of photo tagging 
recommendation is improved by combining the face 
recognition and social relationship. Furthermore, the proposed 
framework achieves the high quality for social photo tagging 
recommendation. 

Keywords-social network; social context; face recognition; 
photo tagging recommendation 

I.  INTRODUCTION 
With the affordable price and ubiquitous presence of 

digital capturing devices, more and more photos are 
captured in our daily life. People can take thousands of 
pictures anywhere through their digital cameras, cell phones 
and even tablet PCs. Nowadays, social network becomes a 
popular platform for people to interact with friends. Users 
upload photos onto the social network not only for keeping 
their own memory but also sharing their experiences. In 
addition, users can tag the people appearing in a photo with 
corresponding names so that the system can notify the 
tagged users and share photos with them. Photo 
management and search become much easier by utilizing 
the tags. However, tagging all uploaded photos is a time-
consuming task for users. Hence, if tags can be 
recommended by the system, users can accomplish the 
tagging much quickly. For these reasons, many researchers 
have investigated in the field of social photo tagging 
recommendation. Fig. 1 shows the traditional framework of 
photo tagging recommendation. 

For tagging recommendation, using face detection and 
recognition to identify the people in a photo is a 

straightforward method. However, with the increasing 
number of people, the saliencies of faces are insufficient to 
distinguish the difference among the people in the photo.  
That is, the accuracy of face recognition decreases when the 
number of people increases. Besides, uncontrolled situations 
such as ambient illumination and capturing angle of photos 
are also the bottlenecks for practical face detection and 
recognition algorithms. Furthermore, many people use the 
graphic editing program, such as Photoshop, to make the 
photos look better before uploading. The post-producing 
process makes face recognition more difficult.  

In general, to recognize the people in a photo, regarding 
many aspects including their demographic description, we 
can quickly identify them if they are familiar to us. Some 
questions related to the activities of, emotional states of, and 
relationships between people in a photo can be answered by 
humans. In other words, we draw conclusions based on not 
only what we see, but living experience and relationship 
with other people. In real world, it is difficult to quantize the 
relationship among people. Benefit from the rapid 
development of social network, the relationships between 
people can be retrieved from their interactions on the social 
network. For instance, if Alice and Bob usually appear in 
photos simultaneously, we can say that Bob is close with 
Alice. Afterward, when Bob uploads a new photo, the 
probability for Alice appearing in that photo is high. This 
kind of information becomes a complementation of low-
level features when we recognize a face in a photo. 

Based on the observations, we combine the face 
recognition technique and the relationship among people to 

Figure. 1. Traditional framework of face tagging recommendation. 
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discover who is more possible to appear in the photo. To 
analyze the relationship, we collect two social contexts, 
photo co-occurrence and mutual friends. The co-occurrence 
relation and mutual friend relation are obtained from the 
social graph model constructed by social contexts. When we 
recommend the tags for the query faces in the query photo, 
we consider not only the relationship between the tagged 
face and the query face, but also that among all the query 
faces. With this aspect, the Community-Based Group 
Associations, called CBGA, is proposed to analyze the group 
relationship. According to the community detection 
algorithm, the users who interact more with each other are 
clustered together. The empirical evaluations on the 
collected real social data reveal that the proposed method is 
very promising to social face tagging recommendation in 
terms of precision. 

The remaining of this paper is organized as follows. The 
related work is reviewed in Section 2. In section 3, we 
present the proposed approach in great detail. The 
experimental evaluations are described and discussed in 
Section 4. Finally, the conclusion and future work are stated 
in Section 5. 

II. RELATED WORK

Social network is a social structure made up of people, 
which are connected by socially-meaningful relationships. 
For sharing the photo with each other on social network, 
users tag the faces appearing in the photo with their names. 
It can not only help the system recommend this photo to the 
users who we want to share with but also provide a good 
way to manage and search photo album easily afterwards [9]. 
Moreover, analyzing the photo tags is useful for both friend 
recommendation [10, 16] and photo tag recommendation 
techniques [1, 12, 14]. 
Some studies recommend the tags for the photos only by the 
image features. Face recognition techniques [18] are usually 
the basic approach for tag recommendation. Zhang et al. [17] 
adopted the Bayesian statistical model and the maximum a 
posteriori (MAP) estimation to annotate human faces in 
family albums. Choi et al. [3] proposed the situation 
clustering algorithm to cluster the photos under the same 
situation. In each situation cluster, the photos with the same 
subject are clustered with the similar face feature and 
clothing feature by subject clustering. Then, the face 
recognition based on face information and learning is 
performed to annotate faces in photos. 
In consumer photos, Gallagher and Chen [5, 6] improve the 
face recognition by learning the prior probability of  
different individuals appearing together in a photo. In 
addition, analysis of the context in an album is used to 
improve the recognition as well [7]. The contexts include 
the information related to the photo of the scene surrounding 
the person, digital camera context such as location and 
photo capture time and the interactions among people. In 
social networking sites, social context can be analyzed to 
obtain the relationships among people. Rae et al. [8] 

proposed the framework of partial tag recommendation 
through four kinds of context information. Choudhurym et 
al. [4] demonstrated that the combination of low-level image 
feature and social community improve the performance of 
photo tag recommendation on Flickr.  

Stone et al. [13] demonstrates a simple method to 
enhance face recognition with social network context. The 
goal of this work is to infer a joint labeling of face identities 
over all identities in social network by applying a pair-wise 
conditional random field (CRF). To reduce the 
computational cost and improve the performance of 
annotation, Choi et al. [2] proposed a collaborative face 
recognition framework for face annotation in social network. 
Multiple face recognition engines are constructed for each 
local network. Further, the social contexts in a local network 
are considered to select the suitable face recognition engine. 

III. PROPOSED APPROACH

In this paper, we assume that there is one tagged face, 
called known face, in the query photo. The other detected 
faces are query faces. The framework of our proposed 
system is shown in Fig. 2. First, we estimate the relation 
score of known face from social contexts by Relation Score 
Estimator (RSE). The face scores of query faces are 
computed by Face Score Estimator (FSE). Then, the two 
scores are aggregated into a similarity score by Similarity 
Score Estimator (SSE). Finally, the Community-Based 
Group Associations (CBGA) is used to discover the group 
relationship. 

A. Face Score Estimator (FSE) 
We implement the eigenface method [15] to perform 

face recognition. The training faces in this paper are 
extracted from training photos. Thus, the number of training 
faces of each user may be different from each other. We use 
Euclidean distance to calculate the distance between two 

 

Figure 2. Framework of the proposed photo tagging recommendation 
method. 

231



eigenfaces. The face score f for a query face q and a user ui 
can be defined as 

� � � � �� � ,,min1,
1

jeqduqf inji ��
�� � ����

where d(q, e) denotes the distance between the eigenface of 
q and the eigenface e, ei(j) is the jth eigenface of user ui, and 
n is the number of user ui’s training faces.   	  is the 
normalization operation. 

B. Relation Score Estimator (RSE) 
In social network, the data used to obtain the relationships 

between users is called “social context”. Two kinds of social 
contexts are used in this paper: the number of photo co-
occurrence and the number of mutual friends. Given a social 
network S contains M users, S = {u1, u2, …, uM}, and a 
photo collection set P = {p1, p2, …, pN}, we construct the 
social graph model for each social context. The social graph 
model of tG  can be defined as tG  = { tU , tE , tW }, where 

tU  is the set of nodes and each node is a user in social 
network S, tE  is the set of edges between any two nodes, 
and tW  is the set of weights on edges. 

1) Co-Occurrence Relation (COR) 
In general, the more co-occurrence between two persons, 

the closer the relationship between them. If a photo contains 
Alice and Bob, we say they co-occur in the photo. Therefore, 
we can construct the social graph model cG  from the co-
occurrence relation with cU , where cU  is the set of all 
users in the social network. The weight of the edge between 
ui and uj in cG  can be defined as  
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2) Mutual Friend Relation (MFR) 
The number of mutual friends is another way to estimate the 
relationship among people. If two people have the more 
mutual friends, it is more possible for them to be in the 
same social circle of real life. They may study in the same 
school or work in the same company. Thus, they have more 
chance to take photo together. As co-occurrence relation, we 
can also construct a social graph model mG  from mutual 
friend relation with mU , where mU  is the set of all users in 
the social network. The weight of the edge between ui and uj 
in mG  can be defined as  

� ,),(
ji uuji
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where
kuFL  is the set of the friends of user uk. 

3) Relation Score Combination 
To calculate one relation score, we combine two social 
graph models into one model RG  since the nodes and edges 
are the same in them. When we combine the two models, 
the weights of edges should be combined as well. We 
perform the linear combination for COR and MFR. Thus, 
the weight of combined social graph can be defined as  
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where �  is the parameter to adjust the specific weight 
between COR and MFR, 10 �� � , and w  denotes the 
normalization of w. The normalization can be defined as  
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where twmin  and twmax  are the minimum and maximum 

value in tW , respectively. The relation score r between two 
users, ui and uj can be defined as  
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R
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C. Similarity Score Estimator (SSE) 
In this section, we describe how to aggregate the face 

score and the relation score into similarity score (SS). For 
estimating the similarity score S(q, ui) for the query face q 
and the user ui. We combine the face score f and relation 
score r by the formula as following. 

� �� ),(*),( ii uqfuqS � ),,(*)1( iknown uur�� � ����

where �  is the parameter to adjust the specific weight 
between face score and relation score and 10 �� � . Note 
that the importance of relation score becomes higher as �  
decreases. Let us take an example based on Fig. 3, 4, and 5. 
Assume that the social network contains 10 users with their 
training face images, photo collections and friend lists. Fig. 
3 shows a query photo Q consisting of the known user, 
uknown, identified by the known face, and query faces, q1 and 
q2. The goal is to recommend the candidate tags for the 
query faces, q1 and q2. Let us take q1 as an example. 

In offline training phase, we train the eigenfaces from 
the training face images. In addition, we construct the social 
graph models from COR and MFR. Furthermore, we 
combine the two models into one model RG  to calculate the 
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relation score of each pair of users. Fig. 4 shows an example 
for social graph model RG  with assuming that there are 8 
users, {u1, u2, …, u8}, in the social network.  

In online query, first, we adopt eigenface-based face 
recognition on q1. Hence, we can calculate the face score 
f(q1, uj), {0.8, 0.4, 0.2, 0.1, 0.8, 0.3, 0.9}, for q1
corresponding to the users {u1, u2, u3, u4, u5, u6, u7}. Then, 
the known user uknown can be identified to u8 from the known 
face. Since uknown and q1 took the query photo together, there 
exist some relationships between them. The users who are 
close with uknown have higher possibility to appear in the 
query photo Q. For the known user uknown, we can retrieve 
the relation scores r(uknown, uj), {0, 0.7, 0, 0.4, 0.8, 0, 0.6}, 
corresponding to the users {u1, u2, u3, u4, u5, u6, u7} from 
social graph model RG .  

Next, similarity score S(uknown, uj) can be computed by 
aggregating the face score f(q1, uj) and the relation score 
r(uknown, uj) for each user uj. The higher the similarity score 
of uj, the more possible that the uj is the query face q1. An 

example of similarity score calculation is shown in Fig. 5. 
Even if the face score of u7 is the highest, the similarity 
score may not be the highest. It can reveal the importance of 
social relationships. 

D. Community-Based Group Associations (CBGA) 
In general, to recommend the tags for a query face, 

many studies utilize social contexts to discover who is most 
relevant to the known user and predict the query faces one 
by one. It only considers the relationship between the 
known user and the query face. However, most of people 
appearing together in a photo are caused by not only an 
event or activity, but some group associations and 
relationships existing among them. For example, user A, B 
and C usually take photo together, so do C and D. Given a 
query photo with known user C and two query faces, the set 
{A, B} has higher possibility to be the one taking photo 
with C than the set {A, D}. For this purpose, we propose a 
Community-Based Group Associations method, called 
CBGA, to discover the group relationship and recommend a 
group of tags for a query photo. With CBGA, we consider 
the relationship among users to find a group of people who 
have the highest likelihood for the people appearing in the 
photo.  

First, we select the top H candidate users with high 
similarity scores for each query face, and put the candidate 
users for all query faces into a fusion set. For example, there 
are three query faces in a query photo. If the top 10 
candidate users for each query face are selected and put into 
the fusion set F, F contains 30 candidate users. To find a 
group of people with close relationship to each other in the 
fusion set, first we construct a social graph model FG , 
where FF �U . It means that each node in FG is an 
individual in the fusion set F. Edges are the connections 
between individual, and weights are the relation score. Then, 
the community detection algorithm is used to detect the 
communities in FG . For avoiding the sensitive threshold 
problem of density-based clustering, the parameter-free 
community detection algorithm SHRINK [8] is 
implemented to detect the communities. Fig. 6 illustrates an 
example of social graph model construction and community 
detection. 

After community detection, we intend to choose a 
community which is most relevant to uknown. The relevant 
score R(Ci) of a community Ci can be defined as  

 
Figure 3. An example of query photo Q. 

 
Figure 4. An example of social graph model GR. 

Figure 5. Similarity score calculation by aggregating face score and 
relation score. (Assume that  = 0.5.) 

 
Figure 6. An example of social graph model construction and 
community detection. 
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where iC  is the number of users in community Ci. 
According to the relevant score R(Ci), all the communities 
are ranked. For each community, the candidate users are 
ranked by the relation score between uknown and themselves. 
For recommendation list construction, we select the 
community with higher rank and put the candidate user with 
higher rank in that community into the recommendation list, 
until the number of users in the recommendation list is equal 
to the number of query face.  

IV. EXPERIMENT RESULT 
We collect 1074 images and social contexts from 
Facebook.com with 94 volunteers.  For training, 909 images 
are selected to be training image to train the eigenfaces and 
construct the social graph model for COR. The rest 165 
images are testing images. Only the photo with more than 
two faces can be selected to be test data since we assume that 
there exists a known user in a query photo. To construct the 
groundtruths, we manually mark the location of the faces and 
tag the user’s name onto them.  

To evaluate the proposed method, two measurements, H-
hit and precision, are used. H-hit is used to measure the 
robustness of the recommendation list for a query face, and 
defined as   

�


�
�

�
                                               otherwise. 0,

; ofh groundtrut econtain th  tags  topif ,1
)(- i

i
qH
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Precision is used to evaluate the robustness of CBGA, and 
defined as  

� ,)(
Predicted

hGroundtrutPredicted
QPrecision

�
� � �����

where Predicted is the set of predicted tags in the 
recommendation list, Groundtruth is the set of groundtruths 
of query photo Q, and the   	  operation means the number 
of elements in the set. 

In Fig. 7, we show the H-hit rate comparison with 
different score estimators. The H-hit rate with only face 
score is the lowest one since the face recognition is not 
accurate enough. The H-hit rates of similarity score with 
MFR and with COR are higher than face score. It says that 
COR and MFR are useful for relationship discovery. In 
addition, COR reflects the more real world relationship than 
MFR, since friends on the social network may not live in the 
same place or attend the same activity. Furthermore, the 
combination of COR and MFR has slightly improvement on 
H-hit rate because the MFR can discover the relationship 
when there is no COR between people. 

 
For selecting the appreciate number of H, as shown in 

Fig. 8, we calculate the top 20 H-hit rate for the 
recommendation list with similarity score. We can observe 
that the hit rate increases slightly after H = 10. It means that 
94% of the query face can be correctly identified in top 10 
results. Thus, for efficiency consideration, we choose top 10 
tags for each query faces as candidate users to construct the 
fusion set of CBGA.  

For precision calculation, SSE selects the top 1 tag for 
each query face and put it into the recommendation list. The 
precision comparison between SSE and CBGA is shown in 
Fig. 9. The precision of SSE is about 50%, and there is no 
obvious change when the number of query faces increases. 
For CBGA, the more query faces, the higher the precision. 
That is, CBGA can discover the group relationship better if 
more query faces in a query photo. CBGA achieve 77% and 

Figure 7. H-hit rate comparison with different score estimators. 

Figure 8. Top 20-hit rate for similarity score ( = 0.3 and = 0.5.) 

 
Figure 9. Precision comparison between SSE and CBGA.
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94% precision when the number of query faces is 3 and more 
than 4, respectively. The precisions of SSE and CBGA with 
one query face are the same since there is no group 
relationship for only one query face. 

V. CONCLUSION 
In this paper, we proposed a method for face tagging 
recommendation by community-based group associations 
(CBGA) on social network. The concept of CBGA is simple 
but effective for recommending a group of people to tag the 
query photo. Instead of only discovering the relation 
between the known user and the query face, CBGA can 
correctly tag the query faces via the relationships between 
query faces in the photo. From experimental results, CBGA 
can achieve 77% and 94% precision when the query faces 
are 3 and more than 4 in a query photo, respectively. To 
improve the performance and the robustness of the system, 
some enhancements can be done in the future: 
1) Usage of text-based social context: in social websites, 
text-based social context contains much information that can 
be used for learning the relationship among network users. 
For instance, the profile page has information about users, 
such as: gender, name of high school, occupation, interest 
and so on. As a result, we can discover some relationship 
between two users by utilizing the text-based social context, 
such as they study in the same school. 
2) Improvement of face recognition: although the using of 
relationship can improves the accuracy of face 
recommendation, face recognition still plays an important 
role in face tagging recommendation. An accurate face 
recognition approach makes the face tagging 
recommendation better.  
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