
tion rmx = k+s mod O@) and signature verification y'" = ra' mod 
p ) ,  only the legitimate signer with knowledge of x can generate the 
signatures to satisfy the verification. Although the attacker can 
generate bogus signatures in the signature collection protocol, 
these signatures cannot satisfy the batch verification criterion. 
There are some other secure ElGamal type signature schemes as 
proposed in [4] that can also be used to design similar DSA type 
secure interactive batch verification protocols. We list those 
schemes in Table 1.  

Table 1: Secure ElGamal type signature schemes 

Signature Signature 
verification 
y"=r'a' mod 0 p  
y ' = r w n  mod 0 p  
y'=ra"' mod 0 p  

sx=rk+m mod 0@) 
sx=k+mr mod 0@) 

(4) (r+m)x=k+s mod 0@) y'+"=ra' mod 0 p  
( 5 )  sx=k+(m+r) mod 0 ( p )  y'=ra"'*' mod 0 p  

Conclusion: Instead of using an insecure batch verification crite- 
rion as proposed by the Naccache et al. in Eurocrypt '94, we pro- 
pose several secure batch verification criteria in this Letter. By 
using the interactive batch verification protocol, the signer follows 
the signature collection protocol to generate n signatures through 
interactions with the verifier and the verifier validates all these n 
signatures at once through the batch verification criterion. 
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Speaker-independent Mandarin plosive 
recognition with dynamic features and 
multilayer perceptrons 

subsyllables form a confusing set. Identifying these six plosives still 
remains the most challenging task in Mandarin speech recogni- 
tion. Previous related investigations have emphasised the selection 
of effective features for recognition [l-31. Wang [1,2] et al. sug- 
gested extracting some features from the burst spectrum, the for- 
mat transition and the voice-onset time (VOT). Next, an MLP was 
employed to recognise the three unaspirdted Mandarin plosives /p. 
t, W .  Although a high recognition rate was obtained, the method 
was tested only on a small database containing utterances of a 
small vocabulary (nine syllables with /p,t,W followed by /i,a,u/) as 
generated by seven speakers. Besides, recognition features were 
not automatically extracted. Manual preprocessing should be 
required to detect the VOT. 

In this study, a new method for recognising the six plosives in 
isolated Mandarin syllables is discussed. In this method, the plo- 
sive part of the input testing utterance is first detected automati- 
cally. For the plosive segment, the percepture linear predictive 
(PLP) [4] features are extracted. In the PLP analysis technique, 
some properties of hearing, e.g. the critical-band spectral resolu- 
tion, the equal-loudness pre-emphasis, and the intensity loudness 
power law, are simulated to obtain an auditory-like spectrum. The 
PLP features are the cepstral coefficients of an autoregressive all- 
pole model of the auditory-like spectrum of speech. Next, these 
PLP features are transformed into another feature set by using 
orthonormal polynomial transforms to represent the dynamics of 
spectral parameter contours. An MLP trained with an algorithm 
based on the minimum error criterion [SI is then employed to rec- 
ognise the plosive. Notably, the number of recognition features is 
fixed and independent of the length of the testing utterance. 
Therefore, the time alignment between the testing plosive segment 
and the MLP recogniser is not required. Moreover, the perform- 
ance of the proposed method is tested in a speaker-independent 
recognition mode using a database containing 100 repetitions of 
utterances of 110 syllables which are all possible combinations of 
the six plosives and 39 final subsyllables. 

Orthonormal polynomial transform: The speech signal is a dynamic 
signal in nature. As an utterance is divided into segments, each 
segment should be treated as a dynamic rather than a static signal. 
This phenomenon is especially true for plosives to recognise in this 
study. Therefore, instead of representing each parameter contour 
of a plosive segment by a constant curve, approximating it by a 
smooth curve is preferred. Distortion can thereby be reduced 
owing to the better curve fitting. In this study, the smooth curve is 
a reconstructed version of the original parameter contour obtained 
by orthonormal polynomial expansion using several low-order 
coefficients. Specifically, a parameter contour of a plosive segment 
with length N + 1 frames is allowed to be denoted by f ( n / w ,  n = 
0 ,  .._, N. The smooth curve used to approximate it can then be 
expressed by 

W.-Y. Chen and S.-H. Chen where 

Indexing terms: Neural networks, Speech recognition 

A new method for recognising plosives in isolated Mandarin 
syllables is discussed in the Letter. After automaticallv detecting 

and r is the order of the orthonormal polynomial expansion. As r 
= 2, the first three basis functions of the orthonormal polynomial 

the plosive segment of the input utterance, some dynamic features 
are extracted from its spectral parameter contours using 

an algorithm based on a minimum error criterion is employed to 
distinguish plosives using these features. A promising recognition 
rate of 73.6% is achieved in a speaker-independent test using a 
database containing utterances of 110 syllables uttered by 100 

transform can be expressed as [61 

orthonormal polynomial transforms. Next, an MLP trained with 4o [t) = 1 (2) 

180N3 2 n N-1 speakers. 

Introduction: Each character in Mandarin sDeech is uronounced as 
a syllable. An isolated Mandarin syllable cdn be decomposed pho- 
netically into initial and final subsyllable units. Only 22 initials 
(including a dummy one) and 39 finals are available in Mandarin 
speech. Six of these 22 initial subsyllables are plosives, /b, d, g, p, 
t,  W .  Similar to the vocabulary in the English E-set, Mandarin syl- 
lables with the same final subsyllable and different plosive initial 

for 0 2 n 2 N a n d  N t 3. Notably, all these three basis functions 
are normalised, in length, to [0,1]. After performing orthonormal 
polynomial transforms, coefficients of all parameter contours are 
accumulated and fed into the following MLP recogniser for plo- 
sive discrimination. If there are p spectral parameter contours, p(r 
+ I )  recognition features are obtained. 
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Speech database: A database provided by Telecommunication 
Laboratories, MOTC, ROC, was used to examine the perfom- 
ance of the proposed plosive recognition method. The database 
contains utterances of 1 10 syllables which are all possible combi- 
nations of the six plosives and 39 final subsyllables. It was gener- 
ated by 100 speakers, i.e. 50 male and 50 female. Each speaker 
uttered these 110 isolated syllables only once. Utterances of 76 
speakers were taken for the training, and all others were used for 
testing. All speech signals were sampled at a lokHz rate and digi- 
tised at 16 bit resolution. After excluding a few misrecorded and 
mispronounced data, the number of usable tokens was recorded as 
10629 (out of 1 10 syllablesx 100 speakers = 11000). 

2 L 6 8 1 0 1 2  
frame 

Fig. 1 Original output contuur of cepstrul coefficient CO and its recon- 
structed contour using second-order orthonormal polynomial expansion 

Input utterance is l W  of lkangi 

0 cepstral coefficient CO * reconstructed contour 

Speech analysis: The procedure of feature extraction is listed as 
follows: 

(i) The endpoints of each utterance were detected based on the 
energies and zero crossing rates [7]. 

(ii) The detected speech signal was handpass filtered from 1 to 3.5 
kHz by a fourth-order Butterworth filter to enhance the energy 
discontinuity of the boundary between the plosive and the follow- 
ing final subsyllable. This situation occurs because much of the 
energy of a plosive is located beyond the frequency range 1 - 3.5 
kHz. 

(iii) With a frame length 25.6111s and a frame rate Sms, the frame 
with the maximum energy difference is regarded as the plosive/ 
final subsyllable boundary. The search is from the beginning 
frame to the frame having the maximum energy peak. 

(iv) For each frame in the detected plosive segment, 12 cepstral 
coefficients are derived by the 15th-order PLP model. 

(v) There are a total of 26 dynamic parameter contours (energy, 
12 cepstral coefficients and their time differences) used to charac- 
terise each plosive segment. 

(vi) For each parameter contour, three low-order coefficients are 
extracted by an orthonormal polynomial expansion, Excluding the 
zeroth coefficients of both the energy and the delta energy con- 

ELECTRONICS LETTERS 16th February 1995 Vol. 

tours, there are a total of 76 recognition parameters 

Table 1: Confusion matrices 

Recognition rate = 73.6% 

Simulation results: Validation of the feature extraction is first 
investigated when testing the efficiency of the features. A typical 
example of some reconstructed smooth curves and the correspond- 
ing original contours are displayed in Fig. I .  This Figure reveals 
that all reconstructed smooth curves match quite well with their 
original counterparts. Hence, these polynomial expansion coeffi- 
cients are efficient parameters for representing the dynamics of the 
parameter contours of a plosive. Next, plosive discriminations by 
the MLP recogniser based on these 76 features are performed. The 
MLP has one hidden layer comprising 35 nodes and six output 
nodes to represent the six Mandarin plosives. The MLP was 
trained by using a generalised probabilistic descent algorithm [5], 
which is based on a criterion to minimise the recognition error 
rate. In the training, the learning rate is initially set to 0.1 and 
would then linearly decay as the training progresses. Table I lists 
the confusion matrix of the recognition result. A promising recog- 
nition rate of 73.6% is obtained. 
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