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Abstract: A segment-based speech recognition 
scheme is proposed. The basic idea is to model 
explicitly the correlation among successive frames 
of speech signals by using features representing 
contours of spectral parameters. The speech signal 
of an utterance is regarded as a template formed 
by directly concatenating a sequence of acoustic 
segments. Each constituent acoustic segment is of 
variable length in nature and represented by a 
fixed dimensional feature vector formed by coefi- 
cients of discrete orthonormal polynomial expan- 
sions for approximating its spectral parameter 
contours. In the training, an automatic algorithm 
is proposed to generate several segment-based 
reference templates for each syllable class. In the 
testing, a frame-based dynamic programming pro- 
cedure is employed to calculate the matching 
score of comparing the test utterance with each 
reference template. Performance of the proposed 
scheme was examined by simulations on multi- 
speaker speech recognition for 408 highly confus- 
ing isolated Mandarin base-syllables. A 
recognition rate of 81.1% was achieved for the 
case using 5-segment, 8-reference template models 
with cepstral and delta-cepstral coefficients as 
recognition features. It is 4.5% higher than that of 
a well-modelled 12-state, 5-mixture CHMM 
method using cepstral, delta cepstral, and delta- 
delta cepstral coefficients. 

1 Introduction 

Many acoustic properties of speech signal have been con- 
sidered in the past for speech recognition in order to 
achieve high recognition rate. They include short-time 
stationarity, voicing/unvoicing, temporal correlation, 
coarticulation, etc. Among them, the property of strong 
correlation over time is an important but seldom used 
property. In most developed speech recognition systems, 
a sequence of feature vectors, derived frame-by-frame by 
using LPC-based or filterbank analysis techniques, is 
directly used to represent the input speech signal. The 
correlation among contiguous frames of speech signal is 
nearly ignored. For instance, the traditional hidden 
Markov model (HMM) [l], which assumes that the 
observed feature vectors within a state are locally IID 
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(independently and identically distributed), it is known to 
be weak in capturing such a property. It is, therefore, 
desirable to improve the performance of a speech 
recognition system by additionally incorporating the 
temporal correlation information. 

Some efforts had been done on this problem in the 
past few years. A modified HMM which took the corre- 
lation among feature vectors of several successive frames 
into account by defining a new emission probability was 
proposed in Reference 2. In References 3 and 4, linear 
predictive HMM was proposed to relax the IID assump- 
tion of the traditional HMM by introducing the corre- 
lation among contiguous frames into the modelling of the 
state observation probability. A layered neural network 
was employed in Reference 5 to implement speech frame 
prediction for taking advantages of long-term temporal 
correlation of speech signal. All the above methods 
handled the problem by modifying the structures of 
models describing the input speech signal. An alternative 
way of studying this problem is to define a new represen- 
tation of speech signal to incorporate the spectral corre- 
lation over time. A fixed-length representation of a 
variable-length observed segment based on a resampling 
transformation was used in Reference 6 to capture the 
spectral/temporal structure of speech signal over the time 
interval of a phone. 

In this paper, a segment-based speech recognition 
scheme is proposed. Instead of taking frames as the basic 
processing units done in most conventional methods, this 
approach employs acoustic segments as basic processing 
units. Speech signal of an utterance is then regarded as a 
template formed by concatenating a sequence of acoustic 
segments. Each segment roughly represents an acoustic 
event like a state of HMM and is characterised by a 
variable-length vector sequence of spectral features. A 
fixed dimensional feature vector, referred to as ‘segmental 
feature vector’, is then extracted from each segment for 
capturing the temporal correlations of spectral param- 
eters in the segment and is taken as the recognition 
feature of the system. The utterance is therefore modelled 
as a segment-based template characterised by a sequence 
of segmental feature vectors. In the training, an auto- 
matic training algorithm is employed to generate several 
segment-based reference templates for each class. In the 
testing, a dynamic programming procedure is employed 
to calculate the matching score of comparing the test 
utterance with each segment-based reference template. 
Comparing with all conventional frame-based speech 
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recognition techniques, the proposed approach possesses 
a distinctive property that the characteristics of strong 
temporal correlation in speech signal is explored in 
feature extraction and implicitly embedded in the 
recognition features. We therefore expect the system to 
perform better on speech recognition. 

The performance of the proposed scheme was exam- 
ined by simulations on multispeaker speech recognition 
for 408 highly confusing isolated Mandarin base- 
syllables. Since there are no common databases for Man- 
darin syllables recognition, it is difficult to compare our 
results with other works. Actually, in the past few years, 
many researches worked on isolated Mandarin base- 
syllables recognition were devoted to speaker-dependent 
cases. We shall therefore discuss some major achieve- 
ments in those studies. In Reference 15, HMMs trained 
by a special direct-concatenation approach were used for 
syllable recognition. The average recognition rate for two 
male speakers was 90.69%. In Reference 16, a discrimi- 
native training procedure based on the generalised prob- 
abilistic descent (GPD) algorithm was applied to train 
the subsyllable HMM models of Mandarin initials and 
finals. A recognition rate of 93.3% was achieved for the 
case of recognising utterances of a female speaker. A hier- 
archical neural network recogniser based on a C/V seg- 
mentation algorithm was explored in Reference 17. A 
recognition rate of 90.14% was obtained. In Reference 18, 
a one-class-one-net neural network %ith modified select- 
ive update algorithm was proposed. The recognition rate 
was 85%. 

speech - 

2 Proposed segment-based speech recognition 

The block diagram of the proposed speech recognition 
scheme is shown in Fig. 1. It operates on two phases: the 
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a Training phase 
b Recognition phase 

Block diagram of the segment-based speech recognition scheme 

training phase (see Fig. la) and the recognition phase (see 
Fig. lb). Speech signal is first preprocessed to extract a 
spectral feature vector for each frame. Then, in the train- 
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ing phase, a two-stage algorithm is employed to generate 
some segment-based reference templates for each syllable 
using a large training set. Each segment-based reference 
template is expressed in the form of a sequence of seg- 
mental feature vectors. In the first stage of the training 
algorithm, initial reference templates are generated by 
first dividing all training utterances into a predetermined 
number of segments using a minimum distortion (MD) 
segmentation algorithm [7, 81 and then finding several 
representative templates for each class by using a modi- 
fied k-means clustering algorithm [SI. In the second 
stage, a two-step iterative procedure called a joint 
segmentation/clustering algorithm, which alternatively 
performs partition/resegmentation and template- 
updating, is employed to refine all reference templates. In 
the recognition phase, a segment-based template match- 
ing is first performed to calculate the matching score of 
comparing the input testing utterance with each reference 
template. It is a joint optimisation procedure which 
simultaneously extracts segmental feature vectors, deter- 
mines segment boundaries, and calculates the matching 
score. Then, a final decision is made by simply choosing 
the syllable associated with the reference template with 
best matching score as the recognised syllable. Several 
key issues of the proposed approach are detailed as 
follows. 

2.1 Segmental feature vector 
A feature vector of K spectral parameters is calculated 
for each frame by speech analysis. The speech signal is 
then characterised by the resulting sequence of feature 
vectors. In the proposed scheme, the feature vector 
sequence of an utterance is first divided into a predeter- 
mined number of variable-length segments. A fixed 
dimensional feature vector is then extracted from each 
segment. The new feature vector is simply referred to as 
‘segmental feature vector’ for being distinguished from 
the conventional frame-based feature vector. In our 
implementation, a segmental feature vector is composed 
of K sets of coefficients of discrete orthonormal poly- 
nomial expansions. To be more specific, the sequence of 
each feature parameter in a given segment is regarded as 
a feature contour. Each feature contour is then repre- 
sented by several low-order coefficients of a discrete 
orthonormal polynomial expansion. Due to the fact that 
the segment roughly represents a stable acoustic event 
like a state of HMM, all its feature contours are expected 
to be smooth enough for being well-approximated by the 
reconstructed contours obtained by orthonormal poly- 
nomial expansions using coefficients up to the second 
order. This contour approximation method was demon- 
strated to be suitable for a stable acoustic event in our 
previous work [ll]. The basis functions of the ortho- 
normal polynomial expansion are normalised, in length, 
to [0, 11 and expressed as q;) = 1 

m l -  (;) = [ - 12N I”’[(;) - ;] 
N + 2  

3”’ 
x [(;)z - (;) + G] 

180N2 ”(h) = [ ( N  - 1” + 2XN + 3) 

for i = 0, 1, ..., N, where N + 1 is the length of the 
segment. A feature contour F,(i/N) can then be approx- 

I E E  Proc.-Vis. Image Signal Process., Vol. 142, N o ,  I ,  February 1995 



imated by the smoothed reconstructed contur 

where 

are coefficients of orthonormal polynomial expansion 
representing the feature contour Fk(i/N).  The segmental 
feature vector of the segment is therefore formed by these 
3K coefficients. 

2.2 Distance measure 
Before discussing the joint segmentation/clustering algo- 
rithm used in the training phase to derive a set of 
segment-based reference templates for recognition, the 
distance measure between two variable-length segments 
must be defined first. We now consider two segments 
X = [ x , ,  xl, . . ., x,J and Y = [yo, yI, .. . , yJ, where x i  
and yj are K-dimensional feature vectors, and 7, + 1 and 
ty + 1 denote the corresponding lengths of these two seg- 
ments, respectively. We refer to X as the test segment and 
to Y as the reference segment. Let A, and A, be the two 
segmental feature vectors representing X and Y.  The 
matching distance of mapping Y to Xis then defined as 

yhere F#i/zx) is the kth original feature contour of X and 
F{(i/rx) denotes the kth smoothed feature contour recon- 
structed using A,. According to the orthogonality pro- 
perty, Dseg(X, U) can be decomposed into two parts: (i) 
the contour-fit distortion D,, 

DCJ(X)  = 2 2 [F$(:) - 8;(1)1* 
i = O  k = l  x 

between the original test feature contour f i ( i / r x )  and its 
orthogonally expanded reconstructed version f i ( i /7 , ) ,  
and (ii) the dissimilarity measure between two smoothed 
reconstructed segments 

= f [fi(I)-Fl(L)I’ (6) 
i = O  k = 1  7x 7, 

We note that, from above definition, a segment-based 
time warping is implicitly embedded in the orthonormal 
polynomial expansion of calculating the matching dis- 
tance that maps the reference segment to the test 
segment. 

2.3 Path constraints 
Because the time scales of a test token and a reference 
template are, in general, not perfectly aligned, it is 
important for speech recognition to tolerate possible 
durational deviations between them. In our segment- 
based speech recognition approach, the problem of time 
alignment is solved by segment-based nonlinear time 
warping of reference template with some constraints 
introduced on finding the optimal matching path associ- 
ated with the least accumulated matching distance 
between the test token and the reference template. Two 
types of constraints, referred to as local duration con- 
straints and global path constraints, were used. They are 
similar to the constraints used in the conventional 
dynamic time warping (DTW) method [lo]. Consider a 
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reference template with S segments. Let the durations of 
these S segments be T ~ ,  T’, . . . , r S .  Let the total length of 
the first s segments be denoted as L, = ri.  To avoid 
excessively compressing or expanding the time scale, two 
local duration constraints were set via defining a 
maximum expansion factor E,,, and a maximum com- 
pression factor E,,,. In our study, E,,, = 2 and 
E,,, = 0.5. By these two local duration constraints, the 
duration of a test segment being admitted to match with 
the sth segment of the reference template is restricted to 
the range [E,,, t,, E,,, r,]. With these two parameters 
given, the global path constraints that confine the region 
of optimal path searching can be expressed by the follow- 
ing two equations: 

1 + E,,,(L, - 1) < t ,  < 1 + E,,,(L, - 1) (7) 

M + E,,,(L, - N )  < t ,  < M + E,jN(Ls - N )  (8) 
for s = 1, 2, . . _, S, where t ,  is the time index of the pos- 
sible ending point of the sth segment of the test token, 
and M and N are the durations of the test token and the 
reference template, respectively. Confined by those path 
constraints, the search space for finding the optimal path 
of template matching is greatly reduced. 

2.4 Reference template generation 
We now consider the training process of generating 
segment-based reference templates of syllables from a 
large training set. For simplicity, segment-based reference 
templates are referred to in the following as reference 
templates. Assume that the number of segments in every 
reference template is the same and determined in advance 
as S. A two-stage algorithm is proposed to generate 
several reference templates for each syllable class from 
the ensemble of training tokens of the syllable. In the first 
stage, all training tokens are first segmented into S seg- 
ments by an MD segmentation algorithm [7, 81. Pairwise 
matching distances are then calculated for all training 
tokens belonging to the same syllable class. To avoid the 
problem caused by unconsistent segmentation, all path 
constraints discussed above are applied in the calculation 
of pair-wise matching distances. A modified k-means 
clustering algorithm [9] is then applied to generate a set 
of initial reference templates. 

Then, in the second stage, a joint segmentation/ 
clustering algorithm, which alternatively performs 
partition/resegmentation and template-updating, is 
employed to refine all reference templates. It is a two-step 
iterative procedure. The first step of the iterative pro- 
cedure is to optimally partition and resegment all train- 
ing tokens by using the given set of reference templates. 
This is implemented by first calculating matching dis- 
tances of comparing each training token with all refer- 
ence templates, and then assigning it to the cluster 
associated with the reference template with minimum 
matching distance. Specifically, for a training utterance 
TU with N frames, the matching distance of comparing it 
with a reference template R j  is calculated by 

l S  
N s= 1 

DW, R ~ )  = min {- c  tu,, r j . . ) }  (9) 
t,, ..., IS 

where 7, is the duration of the sth segment, tu,, of TU, 
r j , .  is the sth segment of R j ,  and S is the number of seg- 
ments of R j .  It is noted that the segment durations of TU 
must satisfy the constraint I rS = N .  After calculating 
all matching distances, we then assign TU to clusterj* if 

D(TU, R,*) 4 D(TU,Rj)  (10) 
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where J is the number of reference templates of the syll- 
able to which TU belongs. Besides, the set { T ~ ,  1 Q s Q S }  
which achieves the minimum distance D (TU, R?) is 
taken as the optimal resegmentation of TU. Actually, the 
optimal partition and resegmentation is realised by an 
efficient dynamic programming procedure. 

The second step of the iterative procedure is to update 
all reference templates based on the results of partition 
and re-segmentation obtained in the first step. We first 
collect all training tokens belonging to the same cluster 
together and then find a new representative reference 
template for each cluster based on the minimum mean 
square error (MMSE) criterion. Because all training 
tokens have been properly segmented in the first step, 
this can be simply done by averaging all training tokens 
in the cluster segment-by-segment. In fact, a duration- 
weighted averaging is applied in our realisation to satisfy 
the MMSE criterion. Specifically, the sth segmental 
feature vector, A i ! ,  of the jth new reference template is 
calculated by 

:U> 
1 T i . s  x Ai,s 

c T i ,  s 

(1 1) Aid == i = l  ,ti) 

i = l  

where q, and Ai, are, respectively, the duration and the 
segmental feature vector of the sth segment of the ith 
training token, and I(j) is the number of training tokens 
belonging to the jth cluster. Besides, a set of supplemen- 
tary parameters, {tj, 1 Q s < S}, corresponding to the 
durations of those S segments of the new reference tem- 
plate, has to be updated. Because durational parameters 
are only applied to constrain the searching path in the 
calculation of matching distance, any set {ti, 1 Q s < S} 
which makes all optimal resegmentations, { T ~ ,  
1 Q s < S}, i = 1, 2, ..., I ( j ) ,  of training tokens in the jth 
cluster in the current iteration satisfy both types of local 
duration constraints and global path constraints is said 
to be an admissible set. For simplicity, we choose from 
all admissible sets the one whose components are closest 
to the average segment durations of optimal 
resegmentations in the current iteration as the new dura- 
tional parameters. Because the partition/resegmentation 
optimisation procedure in the first step is based on a 
minimum distance criterion and the updating operation 
in the second step is based on an MMSE criterion, this 
ensures that the iterative procedure of the second stage 
will result in generating a sequence of sets of reference 
templates with a nonincreasing average matching dis- 
tance of representing training tokens in the ensemble of 
the syllable class. According to the generalised Lloyd 
algorithm [12, 131, it is guaranteed to converge. 

3 Experimental results 

The performance of the proposed recognition scheme was 
examined by simulations on a multispeaker speech 
recognition task for all 408 highly confusing isolated 
Mandarin base syllables. The database used in our simu- 
lations consists of two parts: (i) ten repetitions of utter- 
ances of all 408 base-syllables uttered by a single female 
speaker and (ii) three repetitions of utterances of all 408 
base-syllables uttered by each of 12 speakers including 
eight male and four female. The female who produced the 
first part of the database is also a speaker of the second 
part. So we combined these two parts into one in our 
simulations. The first eight repetitions of utterances of the 
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first part and 24 repetitions of utterances (two repetitions 
for each speaker) of the second part were chosen as the 
training data, and all others were used as the testing data. 
All speech signals were sampled at a rate of 8 kHz and 
preemphasised with the digital filter, 1-0.95~-'. It is then 
analysed for each Hamming-windowed frame of 32 ms 
with 8 ms frame shift. 12 Mel-scale cepstral coefficients 
and their derivatives were then extracted and used as the 
recognition features. 

Since there were no other researches worked on this 
database in the past, we used the recognition results of 
the continuous HMM (CHMM) method which uses 
left-to-right n-state models with m-mixture Gaussian 
distributions as the bench mark for performance 
comparison. The CHMM for each syllable was trained 
by the Baum-Welch reestimation method with an initial 
model obtained by the followng steps. First, all training 
tokens were individually divided into n segments by an 
MD algorithm. [7, 81. Each segment corresponds to a 
state. Then, the LBG algorithm [12] was used to parti- 
tion all observation vectors in each state into rn clusters. 
Vectors in each cluster were modelled by a Gaussian dis- 
tribution. The mean vector and the (diagonal) covariance 
matrix of the Gaussian distribution were then estimated 
for each cluster. The transition probabilities and the 
mixture weights were also estimated. 

The performance of the proposed segment-based 
speech recognition scheme was first examined for the case 
of using five reference templates for each syllable. Various 
number of segmental feature vectors were used for each 
reference template. In this study, only 12 Mel-scale ceps- 
tral coefficients and 12 data cepstral coefficients were 
used as spectral features. The Top 5 recognition rates for 
the experiments of using 4, 5, 6, and 8 segmental feature 
vectors are shown in Table 1. It is noted that Top n 

Table 1 : Recognition results of the segment-based scheme 
with f ive reference ternolates Der svllable* 

No. of Top 1, % Top 2, Yo Top 3, "h Top 4, Yo Top 5, % 
segments 

4 76.6 90.1 94.6 96.5 97.5 
5 77.9 90.5 94.6 96.5 97.5 
6 78.6 91.3 95.2 96.9 97.2 
8 79.6 91.4 95.2 96.8 97.8 

* Recognition features include 12 cepstral and 12 delta cepstral 
coefficients. 

recognition rate means that the correct syllable class is 
appeared in the best n candidates of recognising the test 
utterance. Basically, Top n recognition rate is important 
for a Mandarin speech recogniser when we consider to 
incorporate a language model into it. As described pre- 
viously, the purpose of the proposed scheme is to prop- 
erly handle the correlation among contiguous frames 
within an acoustic segment for improving speech recogni- 
tion performance. But, it is known [3,4] that the capabil- 
ity of a CHMM in dealing with speech-frame correlation 
could also be enhanced by using a larger number of 
states and/or adding some higher order derivative infor- 
mation as additional observation features. We therefore 
in the following examine the performance of the CHMM 
method. Experiments using different number of states per 
syllable were done. The mixture number of Gaussian dis- 
tributions in each state was fixed at five. Two cases of 
using different sets of observation features were tested. In 
the first case, only 12 Mel-scale cepstral and 12 delta 
cepstral coefficients were used. In the second case, all fea- 
tures of 12 Mel-scale cepstral, 12 delta cepstral, and 12 
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Table 2: Recognition results of the CHMM with 5-mixture 
Gaussian distributions per syllable' 

states 
NO. of Topi, % T0p2, % T0p3, % T0p4, % T0p5, % 

4 69.9 84.3 90.7 93.6 95.4 
6 70.8 85.4 91.1 94.0 95.6 
8 71.6 85.8 91.8 94.5 96.0 

10 72.8 87.1 92.4 94.9 96.3 
12 73.1 86.9 92.1 94.9 96.7 

* Recognition features include 12 cepstral and 12 delta cepstral 
coefficients 

Table 3: Recognition results of the CHMM with 5-mixture 
Gaussian distributions Der svllable* 

No. of Top 1, % Top 2, % Top 3, % Top 4, % Top 5, % 
states 

4 73.6 87.3 92.9 95.3 97.0 
6 74.6 88.5 93.7 95.9 96.9 
8 74.4 88.4 93.7 95.7 96.9 

10 75.4 88.9 93.7 96.0 97.2 
12 76.6 89.8 94.4 96.5 97.5 

Recognition features include 12 cepstral, 12 delta cepstral, and 12 
deltadelta cepstral coefficients 

delta-delta cepstral coefficients were used. Tables 2 and 3 
show the recognition results of the CHMM method for 
these two cases, respectively. It is found from these two 
tables that the performance of the CHMM method can 
be improved by increasing the number of states as well as 
by adding higher order derivative information. However, 
as comparing Table 1 with Tables 2 and 3, we find that 
the proposed method outperforms the well-modelled 
CHMM method. Actually, only five segmental feature 
vectors were needed for each reference template in the 
proposed scheme to perform better than the 12-state 
CHMM method. We can therefore conclude that the 
proposed segmental feature vector can more efficiently 
model the correlation among contiguous frames within 
an acoustic segment so as to improve the recognition per- 
formance. 

The performance of the proposed method using all 
features of 12 Mel-scale cepstral, 12 delta cepstral, and 12 
delta-delta cepstral coefficients was also tested. The 
number of reference templates was still fixed at five. The 
recognition results of experiments using four, five and six 
segmental feature vectors for each reference template are 
listed in Table 4. By comparing Table 4 with Table 1, we 

Table 4: Recognition results of the segment-based scheme 
with five reference templates per syllable' 

No. of Top 1. % Top2. % Top3, % Top4, % Top5, % 
segments 

4 76.8 90.2 94.5 96.4 97.2 
5 77.9 90.6 94.7 96.3 97.5 
6 78.5 91.3 95.2 96.9 97.7 

Recognition features include 12 cepstral, 12 delta cepstral, and 12 
deltadelta cepstral coefficients 

find that the difference between the recognition rates of 
these two cases is insignificant. This result shows that 
adding delta-delta cepstral coefficients has no effect on 
improving the recognition performance in the proposed 
method. This is not a surprising result because the infor- 
mation of delta-delta cepstral coefficients has already 
implicitly contained in the segmental feature vectors 
extracted from Mel-scale cepstral and delta cepstral coef- 
ficients. We can therefore treat delta-delta cepstral coeff- 
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cients as dummy features in the proposed method. This 
experimental result also shows that the segmental feature 
vector could more efficiently capture the frame corre- 
lation than directly using higher order derivative infor- 
mation. 

The effect of increasing the number of reference tem- 
plates in each syllable class was then examined. Basically, 
the performance of a speech recogniser will be improved 
as we increase the number of model parameters because 
the variability of speech signals can be more accurately 
modelled. However, model parameters should not be 
over-expanded to prevent from making the training data 
insufficient for properly estimating themselves. In this 
study, the cases of using eight reference templates per 
syllable with four, five and six segmental feature vectors 
were tested. Only 12 Mel-scale cepstral and 12 delta ceps- 
tral coefficients were used as spectral features. The 
recognition rates are displayed in Table 5. A Top 1 

Table 5: Recognition results of the segment-based scheme 
with eight reference templates per syllable* 

No. of Top 1, % Top2, Yo Top3, % Top4, % Top5. % 
seaments 

4 79.6 91.4 95.4 96.8 97.6 
5 81.1 92.3 95.5 96.8 97.8 
6 80.9 92.1 95.8 97.1 97.9 

* Recognition features include 12 cepstral and 12 delta cepstral 
coefficients 

recognition rate of 81.1% was achieved. As comparing 
Table 5 with Table 1, we find that the recognition rate 
increased as the number of reference templates per syll- 
able was increased. For performance comparison, the 
effect of increasing the mixture number of Gaussian dis- 
tributions in the CHMM method was also tested. Here, 
all 12 Mel-scale cepstral, 12 delta cepstral and 12 delta- 
delta cepstral coefficients were used. Table 6 shows the 

Table 6: Recognition results of the CHMM with 8-mixture 
Gaussian distributions per syllable' 

No. of Top 1. % Top 2, Yo Top 3, % Top4. % Top 5, Yo 
states 

6 72.4 86.1 91.4 94.1 95.5 
8 72.7 86.5 91.6 94.0 95.6 

* Recognition features include 12 cepstral, 12 delta cepstral, and 12 
delta-delta cepstral coefficients 

recognition results of experiments using eight mixtures of 
Gaussian distributions for the two cases of using 6 and 8 
states. Comparing Table 6 with Table 3, we find that the 
performance of the CHMM method became to drop as 
the mixture number of Gaussian distributions had been 
increased from five to eight. It shows from above dis- 
cussions that the proposed method has the advantage of 
more efficiently using training data to estimate its model 
parameters than the CHMM method. For the conve- 
nience of performance comparison, the Top 1 recognition 
rates of the best cases of the proposed method (listed in 
Table 5 )  and the CHMM (listed in Table 3) versus the 
number of model parameters are displayed in Fig. 2. Is it 
worth noting that the model parameters of the proposed 
method include segment feature vectors and duration 
constraint parameters. For CHMM, the model param- 
eters include the mean vectors, the diagonal covariance 
matrices, the mixture weights, and the transition prob- 
abilities. It can be seen from Fig. 2 that the proposed 
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method significantly outperforms the CHMM method as 
approximately the same number of model parameters 
was used. 

951 

70‘ 
15b0 2ClO0 25b0 3dOO 3;OO Lo00 45k 50b0 

model parameters /syllable 

Fig. 2 
segment-based recognition scheme and the CHMM method 
0--0 Segment-based recognition scheme 
A---A CHMM 

Recognition rates against number of model parameters for the 

Due to the fact that the HMM method is also popular 
in continuous speech recognition, we discuss in the fol- 
lowing the possibility of extending the proposed method 
to the task of recognising 408 syllables in continuous 
Mandarin speech. The simplest way is to directly extend 
the method by using syllable models represented by seg- 
mental reference templates. In the training, the well- 
known segmental k-means algorithm, which is commonly 
used for train HMM models, can be modified and 
applied to generate segmental reference templates of syll- 
ables from a set of continuous training utterances. Simi- 
larly, the one-stage algorithm can also be modified in the 
recognition test to find the best recognised syllable 
sequence for a given input utterance. So the proposed 
method is equally applicable to continuous Mandarin 
speech recognition. A preliminary study on this work has 
confirmed the feasibility of the approach and shown its 
advantages [14]. 

4 Conclusions 

A novel segment-based speech recognition scheme has 
been discussed. It differs from conventional frame-based 
methods on taking segmental features representing spec- 
tral parameter contours as the recognition features to 
take advantage of the strong temporal correlation of 
speech signal. Effectiveness of the approach on speech 
recognition has been demonstrated using a challenge task 
of recognising 408 highly confusing isolated Mandarin 
base-syllables. Experimental results have confirmed that 

it outperforms the conventional CHMM method using 
well-modelled 12-state, 5-mixture HMM models. 
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