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Abstract Classical group testing is a search paradigm where the goal is the identi-
fication of individual positive elements in a large collection of elements by asking
queries of the form “Does a set of elements contain a positive one?”. A graph re-
construction problem that generalizes the classical group testing problem is to recon-
struct a hidden graph from a given family of graphs by asking queries of the form
“Whether a set of vertices induces an edge”. Reconstruction problems on families
of Hamiltonian cycles, matchings, stars and cliques on n vertices have been stud-
ied where algorithms of using at most 2nlgn, (1 + o(1))(nlgn), 2n and 2n queries
were proposed, respectively. In this paper we improve them to (14 o(1))(nlgn), (1+
0(1))("12g"), n 4+ 2lgn and n + Ign, respectively. Threshold group testing is another
generalization of group testing which is to identify the individual positive elements

in a collection of elements under a more general setting, in which there are two fixed
thresholds £ and u, with £ < u, and the response to a query is positive if the tested sub-
set of elements contains at least u positive elements, negative if it contains at most £
positive elements, and it is arbitrarily given otherwise. For the threshold group testing
problem with £ = u — 1, we show that p positive elements among n given elements
can be determined by using O (plgn) queries, with a matching lower bound.
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1 Introduction

Graph reconstruction Combinatorial search problems on graphs in the literature
(Aigner 1988) consist of identifying an unknown edge or vertex in a given graph,
verifying a property of a hidden graph, reconstructing a hidden graph of a given
class, and some others. In this paper we consider the graph reconstruction problem
as follows. Let H be a family of labeled graphs on the set V = {1, 2, ..., n}. The goal
is to reconstruct a hidden graph H € H by asking queries as few as possible, where a
query Q(S) is of the form “Does S contain at least one edge of H?” for S C V, and is
answered 1 (positive) or 0 (negative), indicating whether the subgraph of H induced
by S contains an edge or not.

Different settings on input data according to the prior knowledge of the hidden
graph produce various graph reconstruction problems. For example, the hidden graph
of bounded degree was studied in (Bouvel et al. 2005; Grebinski and Kucherov 2000),
while the general hidden graph was considered in (Angluin and Chen 2008; Bouvel
et al. 2005); moreover, in group testing literature (Du and Hwang 2006), the usual
assumption is that the number of edges of the hidden graph is bounded by a parame-
ter d. In this paper we study the problem of reconstructing a hidden graph with the
assumption that the topology of the hidden graph is known.

There are various families of hidden graphs for which the problem has been stud-
ied. Many recent studies focus on two cases: Hamiltonian cycles and matchings
(Alon et al. 2004; Beigel et al. 2001; Grebinski and Kucherov 1998) which have
specific application to the genome sequencing problem. In the genome sequencing,
some clones can overlap forming longer continuous fragments, called contigs, that
cover the genome with possible gaps. The task is to determine the relative placement
of contigs on the genome. A tool for doing this is an experiment called multiplex
PCR (Polymerase Chain Reaction, see Sorokin et al. 1996). In multiplex PCR, the
input to an experiment is a set of primers, which are short nucleotide sequences
that characterize the ends of the contigs, and whenever the input set contains two
primers corresponding to adjacent ends of neighboring contigs, the experiment out-
puts a reaction bringing a PCR product; hence, the relative placement of contigs
can be represented by the reaction graph which is a graph with primers as its ver-
tices and pairs of vertices with a reaction as its edges. In particular, for a circular
genome, a reaction graph can be characterized as either a Hamiltonian cycle if the
two primers of each contig are mixed together and are considered as a vertex or a
matching if primers are treated independently, i.e., each primer corresponds to a ver-
tex. For more general settings, the problem can be considered as to find the pairs
that react with each other among the given set of molecules (Alon and Asodi 2005;
Torney 1999).

Threshold group testing “In a set of n elements, p elements are positive and the
other n — p elements are negative” is assumed by group testing problem, where p is
much smaller than n. A group test takes a set S of elements as input. Classically, the
test yields a positive outcome if S contains at least one positive element; otherwise,
the outcome is negative. The goal is to identify positive elements with as few tests
as possible. We suggest readers refer to the book (Du and Hwang 2006) for further
study.
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With recent advances in molecular biology, group testing has been widely used
in various aspects of DNA sequencing projects. While some projects involve quan-
titative measurements, others consist in applying a basic yes-or-no test to a large
collection of objects. However, the sensitivity of tests can be reduced because of the
fact that biological assays can be somewhat noisy. Outcomes of experiments could
hardly be detected precisely. One might think of the model that being detected cor-
rectly or not is decided by the concentration of a substance; specifically there is an
upper threshold for sure detection and a lower threshold under which detection is
impossible, and between the thresholds, the outcome is arbitrary. This is so-called
threshold group testing introduced by Damaschke (2006), and a precise definition is
as follows.

Let ! and u be nonnegative integers with / < u. A test gives a positive (negative)
outcome if it contains at least u (at most /) positive elements, and an arbitrary
outcome if the number of positive elements is between these fixed thresholds /
and u.

In general, there is a gap between the thresholds; thus the positive set could hardly
be identified exactly. Instead, Damaschke suggested to find an alternative set close to
the positive set with up to a constant number of misclassifications, bounded by the
gap. In the present paper, we focus on the case without gap, i.e., a test returns positive
if the input set contains at least u positives and negative otherwise.

Overview of the paper In this paper we only consider adaptive algorithms where
queries are performed one by one and the feedbacks of all previous queries can be
used to set up the later one. In Sect. 2, we study some families of hidden graphs in-
cluding Hamiltonian cycles, matchings, stars, and cliques. Grebinski and Kucherov
(1998) gave an adaptive algorithm to reconstruct a Hamiltonian cycle in 2nlgn
queries, which achieves the information lower bound for the number of queries
needed. We improve their result by a factor of 1/2. Bouvel et al. (2005) provided
an adaptive algorithm to reconstruct a matching in (1 + o(1))(nlgn) queries while
(1 +o0(1))(51gn) is the best lower bound known so far and an algorithm to recon-
struct a star in 2n queries while the information lower bound is (1 4 o(1))n. We pro-
vide algorithms to close up the gaps between lower and upper bounds for the number
of queries required to reconstruct a star. Bouvel et al. also proved that a clique can be
reconstructed in 2n queries. We slightly improve this result by giving an algorithm
with at most n + 1gn queries. In Sect. 3, we study the graph reconstruction prob-
lem of its hypergraph version where each edge can consist of more than two vertices
and notice that this study can greatly contribute to solving the threshold group test-
ing problem. Using the strategy used to reconstruct a hidden hypergraph, we obtain
an asymptotically optimal O (plgn) solution to the threshold group testing problem
without gap for which Damaschke (2006) gave an algorithm using O ((p + u?)1gn)
queries.

Notation Subsequently, lg is the base 2 logarithm.
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2 Reconstructing simple graphs

Reconstructions of some families of hidden graphs such as Hamiltonian cycles,
matchings, stars, and cliques are considered in this section. We start by presenting
some useful algorithms that will be subroutines in our main algorithms.

First, we adapt an algorithm in (Angluin and Chen 2006) to find a vertex contained
in at least one edge of a hidden graph on n vertices using at most lgn queries. The
algorithm is described as follows.

Algorithm 1 FIND-ONE-VERTEX
I: S«<V
if O(S) =0 then
Return @.
end if
A<V.
while |[A] > 1 do
Arbitrarily partition A into roughly equal-sized Ap and Aj.
if Q(S\ Ap) = 1 then
S« S\Ap, A< Ay
else
A <« A().
end if
: end while
: Return the element in A.
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Observe that the algorithm preserves the invariance that Q(S) = 1 and
Q(S\A) = 0 if the input hidden graph contains at least one edge. This shows A
contains a vertex on an edge of the hidden graph; indeed, A is monotonically de-
creasing and the halving of A’s cardinality in each iteration results in 1gn queries.
Once the algorithm terminates, A = {v} for some vertex v and S \ {v} contains a
vertex adjacent to v; hence, we can find a neighbor of v by using binary splitting
algorithm on S\{v} with v added to each test. Note that it is the procedure we use to
find one edge in the rest of the paper if we do not stress what strategy being used and
it is accomplished in 21gn queries.

Second, we want to find a maximal matching of the hidden graph before recon-
structing the whole graph where a matching is maximal if it is not contained in a
matching of larger size. A reconstructed maximal matching of a graph reveals a par-
tial structure of the graph and provides us a direction of reconstructing the remaining
graph. Finding a maximal matching M can be accomplished by Algorithm 2 with
at most 2m’1gn + 1 queries, where m’ is the size of the maximal matching. We use
G[S] to denote the induced subgraph of graph G with vertex set S.

Algorithm 2 reconstructs edges one by one and removes from S the two vertices
in an edge as soon as it is reconstructed; therefore, the returned set M is a matching
since the reconstructed edges share no vertex. Indeed, M is a maximal matching
because searching an edge in S continues until it induces no edge which implies that
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Algorithm 2 FIND-MAXIMAL-MATCHING
I M<«—@,8S<~V(G),U<«@,U «@.
2: while Q(S) =1 do
3:  Reconstruct an edge in G[S], say {u, f(u)}.
M <~ MU {{u, f@)}}, S < S\{u, f)}, U < U U{u}, U' < U'"U{fu))}.
4: end while
5: Return (M, U, U’, f).

no larger matching contains M. In addition, the algorithm returns two sets U and U’
to collect the vertices in the reconstructed edges and also returns a function f that
pairs the vertices between U and U’ to record the edges in M. We call U U U’ the
saturating set of M for U, U’ and M returned by the algorithm.

Third, we propose an algorithm (Algorithm 3) to reconstruct any graph on n ver-
tices that contains only nontrivial paths, that are paths with at least one edge, in
2m1gn +m+ 5 queries where m is the number of edges of the hidden graph. Figure 1
demonstrates an example of Algorithm 3.

Algorithm 3 FIND-ALL-PATHS

Let G be a graph on a set V of n vertices and contain only nontrivial

paths.

1. E<~0.
if Q(V) =0 then
Return ¢.
else
Apply FIND-MAXIMAL-MATCHING on G. Assume (M, U, U’, f) is returned.

end if

E< EUM,I < V\(UUU".

Apply FIND-MAXIMAL-MATCHING on G[U] and G[U’]. Assume (M1, A, A, f1)

and (M», B, B’, f>) are returned, respectively.

9. E<~EUM UMy, I; < U\(AUA"), I, < U'\(BUB).

10: for u € 11 do

11:  Apply a binary splitting algorithm on /5 \{ f («)} with u added to each test. Assume v
(if any) is obtained from the search.
E <~ EU{u,v}}, 1 < I1\{u}, I < DL\{v}.

12: end for

13: while Q(/;Ul)=1do

14:  Reconstruct an edge in G[I; U I], say {u,i} whereu € I} andi € I.
E — EU{{u,i}}, I} < L\{u}.

15: end while

16: Reconstruct edges between I, and I by the same way as lines 13-15.

17: Return E.

S A A

Lemma 2.1 Algorithm 3 reconstructs any graph G on n vertices containing only
nontrivial paths in 2mlgn + m + 5 queries where m is the number of edges of G.
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Fig. 1 (a) (line 5) The bold edges form a maximal matching and an independent set / is produced.
(b) (lines 8-9) Reconstruct edges in G[U] and G[U’]. Then finally two independents sets I} = {b, i, k}
and I, = {a, c, j} are obtained. (c¢) (lines 10-12) Reconstruct edges between /1 and I. By applying a
binary splitting algorithm to IL\{f(b)} = {c, j} with b added to each test, edge {b, c} is reconstructed.
Finally, 11 ={i, k} and I» = {a, j}. (d) Reconstruct edges between [ and I} U I,

Proof We first take at most 2| M |1gn + 1 queries to find a maximal matching M of G.
Since M is a maximal matching of G and U U U’ is the saturating set of M, E[U] and
E[U’] are both matchings of G and I is an independent set. Thus FIND-MAXIMAL-
MATCHING reconstructs G[U] and G[U’] in at most 2(| M1 |+ |M>|) lgn + 2 queries
(see line 8). Then the incident edges of all vertices in AU A’ U BU B’ are reconstructed
so it remains to reconstruct edges between three independent sets 7, I1 = U \ (AU
AN,and L, =U"\ (BUB).

The reconstructions of edges between I and /> and edges between [ and 11 U I,
can be done separately. Here, we deal with them sequentially. For the hidden edges
between I7 and I, since each u € I7 has at most one neighbor in I\{f ()}, we
can reconstruct them by applying a binary splitting algorithm to I>\{f ()} with u
included in each query for each u € I;. Actually, in this part, once an edge {u, v} is
reconstructed, we can remove u from I; and v from I since their incident edges
are reconstructed, making them become redundant in the reconstruction of edges
between I and I; U Ip. Since |I1| < |M|, there are at most m1gn + |M| queries
spent in this portion where m is the number of edges reconstructed here.

Finally, we turn to reconstruct hidden edges between I and I; U I. Notice that
they are all unreconstructed so far. By the symmetry of 71 and 1>, we only discuss the
reconstruction of edges between I and /1. As shown in lines 13-14, we recursively
reconstruct an edge in G[I1 U], say {u, i} where u € I} and i € I and remove u from
I until 7 U [; induces no edge where u can be removed because both its incident
edges are reconstructed after the reconstruction of {u, i} and indeed the remove of
u is to make sure that edges in 7 U I] are unreconstructed before each iteration. The
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number of queries spent here is at most 2my lgn + 2 where m is the number of edges
between [ and 11 U I5.

It is easily observed that each edge is reconstructed once and hence the overall
cost of this algorithm is upper bounded by 2mlgn 4+ m 4 5. Therefore, the result
follows. |

In the following, we introduce our main results on graph reconstruction problems
including asymptotically optimal adaptive algorithms for reconstructing Hamiltonian
cycles, matchings, stars, and cliques.

Assume that the hidden graph we want to reconstruct is a Hamiltonian cycle.
Since there are ("_Tl)' Hamiltonian cycles on n vertices, the theoretic information

lower bound is 1g @ < nlgn. Grebinski and Kucherov (1998) gave an adaptive
algorithm to reconstruct a Hamiltonian cycle with 2nlgn queries. We improve their
result by providing an algorithm using at most (1 + o(1))(nlgn) queries.

An affine plane of order p is a balanced incomplete block design with p? elements
and p? + p blocks of size p such that each pair of elements appear together in exactly
one block. It is well-known that an affine plane of order p exists whenever p is a
prime power (see Anderson 1990). Using the so-called affine plane method together
with the algorithm FIND-ALL-PATHS, the following theorem slightly improves the
result in (Grebinski and Kucherov 1998).

Theorem 2.2 For any hidden Hamiltonian cycle H of order n, H can be recon-
structed in nlgn + cn queries for larger n and some small constant c.

Proof Let p be the smallest prime power such that p?> > n. Add p> — n dummy
vertices to obtain an affine plane and take them away when testing the blocks. A block
is said to be positive if its testing result is positive. It is obvious that each positive
block induces a graph containing only nontrivial paths; hence, a Hamiltonian cycle
can be reconstructed by applying FIND-ALL-PATHS to these blocks (see an example
in Table 1). Since there are p” + p blocks and every edge exactly appears in a block,
there are totally at most (p2 + p) 4+ 2mlg p +m + 5(p* + p) queries where m = n.
Nagura (1952) proved that p < 1.2¢g for two consecutive prime numbers 29 < g < p
so there always exists a prime number p such that n < p2 < 1.44n < 2n forn > 292,
Hence, a Hamiltonian cycle can be reconstructed within 121 4+6+2n4+nlg2n+n <
nlgn + cn queries for larger n and some small constant c. g

A matching on n vertices is a graph with each vertex of degree 1 or 0 while a
perfect matching on n vertices is a matching on n vertices which matches all ver-
tices. The reconstruction of matchings on n vertices has been studied in (Alon and
Asodi 2005; Bouvel et al. 2005). The number of perfect matchings on n vertices
is 2%"!’” providing an information lower bound Ig 2%”!'” = (1 +o(1))(51gn) on the
reconétruction of matchings. Bouvel et al. (2005) gave adaptive algorithms to recon-
struct an unknown size matching and a perfect matching (a graph with each vertex
of degree 1) on n vertices with (1 4+ o(1))(nlgn) and (1 + 0(1))(% lgn) queries, re-
spectively. We now exploit the affine plane method to reconstruct a matching using
at most (1 + o(1))(5 Ign) queries.

@ Springer



J Comb Optim (2011) 22:270-281 271

Theorem 2.3 Reconstructing a matching on n vertices can be done in mlgn 4 3n
queries, where m < 5 is the number of edges of the matching.

Proof As in the proof of Theorem 2.2, we first use the affine plane method. Since
each block induces a graph containing just a matching, we simply apply FIND-
MAXIMAL-MATCHING to each positive block (see an example in Table 1). Simi-
larly, for n large, it takes at most (p2 + p) + 2mlg p < 2n + +/2n + m1g2n queries
to reconstruct a matching on n vertices, where m < n/2. O

We now give examples of small order to illustrate Theorem 2.2 and Theorem 2.3.
Let n = 7. Then p =3 is the smallest prime power such that its square is at least 7.
{{1,2,3}, {4,5,6}, {7,8,9}, {1,4,7}, {2,5, 8}, {3,6,9}, {1,5,9}, {2,6,7}, {3,4, 8},
{3, 5,7}, {1,6, 8}, {2,4, 9} } is an affine plane of order 3. In Table 1, the hidden graph
G is a Hamiltonian cycle and the hidden graph G is a matching. For G, {1, 2, 3},
{4,5,6}, {1,4,7}, {2,6,7} and {3, 4, 8} are positive blocks and we apply FIND-
ALL-PATHS to each of them to reconstruct edges induced by any of them. For G2,
{1,2,3}, {4,5, 6} and {3, 5, 7} are positive blocks and we apply FIND-MAXIMAL-
MATCHING to each of them (see the corresponding cell in Table 1). Notice that
the dummy vertex 8 is removed when testing the blocks. Based on the property of
affine plane, the edge set of the hidden graph is decomposed into the edge sets of
graphs induced by positive blocks, and therefore the whole graph is reconstructed by
collecting edges induced by positive blocks.

A star is a graph where all its edges have a common incident vertex called center.
A star of k edges can be defined by choosing a vertex as the center and other k vertices
that are adjacent to it so the number of all stars on n vertices is upper bounded by

roan( )+ el = p@ ! — 1) — 222D 41 Accordingly, we obtain the
information lower bound (1+o0(1))n for the number of queries required to reconstruct
a hidden star. Bouvel et al. (2005) gave an adaptive algorithm using queries achieving
the lower bound €2 (n). In fact, their algorithm requires 2n queries in the worst case.
We now prove that the lower bound (1 + o(1))n can be achieved by an adaptive
algorithm.

Theorem 2.4 A star on n vertices can be reconstructed in n + 21gn queries.

Proof The fist step is to find the center of the star, and then to find all its neighbors by
querying each vertex with the center. We first reconstruct an edge of the star in 21gn
queries. It is easy to see that one of the two vertices in the edge is the center. Simply
testing one of these two vertices together with all other vertices, we can determine
which one is the center. Clearly, the process takes at most 21gn + n queries. d

Assume that the hidden graph we consider here is a clique. It is easily seen that
the information lower bound is 1g2" = n. Bouvel et al. (2005) provided an adaptive
algorithm to reconstruct a clique in 2n queries. We slightly improve their result by

giving an algorithm with at most n 4 1gn queries in the worst case.

Theorem 2.5 A clique on n vertices can be reconstructed in n + 1gn queries.
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Proof By applying FIND-ONE-VERTEX, we can find a vertex x on the clique in
Ign queries and then the clique can be reconstructed by querying each vertex with x.
The whole process takes at most n + lgn queries. g

3 Reconstructing hypergraphs and threshold group testing

Given a finite set X, a hypergraph H = (X, F) is a family F = {E}, Ea, ..., E,;} of
subsets of X. The elements of X are called vertices, the subsets E;’s are the edges
of the hypergraph H, and |X| is the order of H. In this section we study the graph
reconstruction problem where the hidden hypergraph is a k-hyperclique, that is, every
k-subset of its vertices forms an edge. Note that the information lower bound of
reconstructing a k-hyperclique is 1g2" = Q(n).

It is not difficult to see that the algorithm FIND-ONE-VERTEX also returns a
vertex in some edge of the hidden graph under the hypergraph version. By extending
the idea used to reconstruct a simple graph, we have the following result.

Theorem 3.1 A k-hypercliqgue on n vertices can be reconstructed using at most
klgn + n queries.

Proof Initially, we can find a vertex in the k-hyperclique in 1gn queries. Suppose that
we have found B, a set of vertices in the hypergraph. Apply FIND-ONE-VERTEX
with § <~ V \ B and A < V' \ B as its initial condition and include the vertices in B
for each query. Then we can find a further vertex in the hypergraph if there remains
one. So, we can find k£ — 1 vertices in the hidden k-hyperclique in klgn queries.
Furthermore, by testing those k — 1 vertices together with each of the other vertices
separately, we can reconstruct the whole graph. This completes the proof. g

In case of that the order of the hidden k-hyperclique is at most p, the following
lemma shows that there is a big reduction in the query complexity if p < n.

Lemma 3.2 A k-hyperclique of order at most p on n vertices can be reconstructed
in O((p + k)lgn) queries.

Proof Similar to Theorem 3.1, we can find k — 1 vertices in this hidden k-hyperclique
in klgn queries. Then we can introduce the ordinary group testing strategy here to
find all other vertices (positive elements) by treating these k — 1 vertices as positive
elements and using them as an auxiliary pool. Since O (plgn) is a query bound for
group testing (Du and Hwang 2006), the result follows. g

Now, we turn to the threshold group testing problem without gap, i.e., u =1+ 1.
Let p denote the number of positive elements in the given n elements. Then, the in-
formation lower bound for this problem is Ig (Z) = O(plgn). We now prove that
the bound O(plgn) can be achieved in the following theorem, which improves
Demeschke’s result O ((p + u?)1gn).
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Theorem 3.3 There is an asymptotically optimal algorithm with O (plgn) tests for
the threshold group testing problem without gap.

Proof The problem can be reduced to reconstructing a hidden u-hyperclique of order
at most p on n vertices. Then by applying Lemma 3.2, the theorem follows. g

4 Concluding remarks

Threshold group testing is a generalization of group testing and the setting of thresh-
olds seem to be natural in some chemical scenarios, and thus the threshold group
testing problem is worth studying. In particular, one cannot simply test individual
items and then identify all positives using a trivial strategy; instead, one has to test
subsets of items. In view of this, it is intuitive to consider the connection between the
two seemingly unrelated problems: threshold group testing and graph search. Chen
and Fu (2009) first observed the relation between threshold group testing and graph
search. Consequently, they showed that generalized disjunct matrices, a standard tool
for graph search, can also be useful in constructing nonadaptive algorithms for the
threshold group testing. In this paper, we propose an optimal algorithm for the case
without gap by using the strategy of getting smaller and smaller sets that contain a
positive. In doing this, we can identify each positive in O (Ign) tests. However, the
strategy we use here does not work for the case when there is a gap between the
thresholds. The reason for this is that in the duration a positive outcome indicates
that / + 1 or more positives are in that test, while a negative one cannot immediately
help us to recognize a smaller set containing at least a positive and then continue this
strategy recursively to narrow down the candidate set.
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