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I. INTRODUCTION

Low-cost, water-soluble colloidal semiconductor quantum
dots (QDs) have attracted much attention due to their excellent
fluorescence properties, such as a large absorption cross section, a
high quantum yield, better photostability and size-dependent
optical properties.1�3 Also, one could modify the photolumines-
cence quantum yield of QDs by dissolving them in solutions and
attaching appropriate ligands to their surface.4 Therefore, one
major potential application of QDs is fluorescence labeling in
biological system studies.5,6 Moreover, due to the large surface to
volume ratio for colloidal QDs, some photophysical properties
involving energy or charge transfer are very sensitive to their
surrounding environment.7�10 Colloidal QDs have been widely
used in biological systems, butmost often involving an ensemble of
QDs. To study QDs on a single-particle level, it is easier to embed
QDs in a solid or matrix11 to avoid complication due to diffusive
processes of QDs in natural aqueous solution environments.

Several studies have shown that the optical properties of QDs
are highly dependent on physical and chemical environmental
parameters such as pH,12,13 temperature,14,15 and electric field,16

making QDs favorable candidates for sensor applications. Re-
cently, many types of ion-sensitive sensors based on optical
detection were developed.17,18 For example, colloidal QDs could
have complex interactions with the solvent in natural solution.
When some cations (Ag+, Cu2+, andK+) are dissolved in a colloidal
QD solution, fluorescence could be quenched via energy transfer
from excited QDs to the cations.18�22 Thus, the existence of such
cations can be detected by monitoring ensemble fluorescence
intensity. Therefore, an understanding of the photophysical
properties of colloidal QDs in aqueous solution, even down to

single-QD levels, is relevant to the development of potential
applications in biological labeling, sensing, and single-particle
tracking.23

The pH sensing is an important assay for biological applica-
tions. Previously, the plasmon resonance frequency of metal
nanoparticles has been exploited as a means to measure the pH
value.24,25 However, these methods suffer from low sensitivity
due to their broad extinction spectrum. On the other hand, the
fluorescence intensity of ensemble colloidal QDs are sensitive to
solvent pH values; thus they have been utilized as pH sensors.12,13

Generally speaking, QDs are highly sensitive to pH, and as the
pH increases, a small red shift and an increase in fluorescence
intensity could be observed.26 However, the fluorescence intensity
could also be affected by many other factors, such as background
fluorescence and light scattering, especially in complex biological
environments. In addition, as of today, several QD-based pH
sensors using the intensity-based response13,26�28 or fluores-
cence resonance energy transfer (FRET)-based QD pH-sensing
schemes29�31 have been performed at ensemble levels. Those
experiments require several milliliters of a QDs solution to
achieve a sufficient signal-to-noise ratio. This requirement leads
to the generation of large amounts of colloidal QDs, which needs
to be disposed of, and the toxicity of these colloidal QDs has yet
to be determined.

The fluorescence properties of colloidal QDs have been
intensively investigated down to single-QD levels, revealing

Received: February 2, 2011
Revised: June 3, 2011

ABSTRACT: In this report, we investigated the pH dependence
of the photoluminescence of CdSe/ZnS quantum dots (QDs).
We present experimental results and theoretical analysis of both
the blinking behavior of single-QDs as well as the fluorescence
intensity time trace from an ensemble of QDs in agarose gel
fibers at different pH environments. Such a combined approach
of confinedQDs by single-particle and ensemble measurements
has not been used previously. This study allows us to elucidate
the electron transfer processes from the light state to the dark
state. The observed increase in both the activation energy for the charge transfer and the free energy gap between the light and the
dark states at an increased concentration of H+ ions supported the Marcus inverted-regime electron transfer.
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some unique phenomena including fluorescence blinking. At the
first glance, blinking behavior seems to be a detrimental effect
that could be suppressed by reducing quantum confinement to
inhibit Auger recombination. Several other methods have also
been proposed to suppress blinking, such as modified synthesis,32

increasing the shell thickness of QDs,33�35 surface passivation
with appropriate molecules,36�38 surface plasmon effects via
coupling to metallic nanoparticles,39�41 and blocking electron
transfer from the light state to dark state.42,43 In a recent study,
single QDs with a gradient in the alloyed composition from the
core to the surface have been found to be nonblinking.44 Indeed,
fluorescence blinking is a disadvantageous feature for colloidal
QDs as single-photon light sources. Nevertheless, such blinking
behavior is sensitive to variations in the ambient surroundings,
thus could provide useful information about local environments
for QDs as pH sensors.

In this work, single colloidal QDs encapsulated in agarose gel
in a natural aqueous solution were employed to probe solvent pH
values. In this case, pH values can be sensed on the basis of single-
QD blinking statistics, which suggests a coupling role of H+ ions
in the underlying mechanism of the QD’s photophysical proper-
ties. Finally, we will offer explanations regarding the effects of the
pH environment on the blinking behavior. We believe that such
QD-based sensing has significant applications for future chemical
and biological assays.

II. EXPERIMENTAL SECTION

Colloidal CdSe/ZnS nontargeted, PEG-coated QDs emitting
at 565 nm were purchased from Invitrogen. To investigate the
effects of acid or base on QD fluorescence, agarose gel (Sigma-
Aldrich) solutions with different pH values were mixed with the
QD solution and then spin-coated on a glass substrate. The
experiments were conducted using a far-field laser scanning
confocalmicroscope (MicroTime 200, PicoQuant). In our system,
the mean separation between QDs was larger than the excitation
laser spot, thus allowing for the monitoring of individual QDs.
The sample was excited with a pulsed diode laser (PDL 800-D)
operating at 467 nm (∼380 W/cm2) through a � 100 objective
(Olympus, N.A. = 1.4).

The fluorescence was collected by the same objective and
guided to a confocal pinhole (∼50 μm) to block the out-of-focus
light. Through the pinhole, the fluorescence was split by a beam
splitter cube into two beams, then filtered through a 565/40
band-pass filter (D565/40; Chroma Tech), and detected by a
pair of single-photon avalanche photon diodes (SPCM-AQR-14;
PerkinElmer). Fluorescence images were first obtained by raster
scanning with a piezo-driven nanopositioning and scanning
system (E-710; Physik Instrument). After the images of single
QDs were obtained, each particle was moved consecutively to
the focal point of the objective to record the time evolution of the
fluorescence intensity. For the ensemble measurements the
fluorescence intensity time profile was measured with a JASCO
FP-6300 fluorescence spectrophotometer at room temperature.
The sample was excited by a xenon lamp operating at 467 nm
with the excitation intensity at ∼25 mW/cm2.

III. THEORETICAL SECTION

Photoluminescence of semiconducting nanocrystals has been
investigated on a single particle level as well as in an ensemble
system,45 and there are subtle differences between them. For
single particle case, single QDs fluorescence intensity histogram

shows binary stochastic jumps between two levels, “on” and “off”.
The “off” state appears dark due to fast nonradiative Auger
process. Once could determine from the fluorescence blinking
histogram the duration of “on” or “off” periods to calculate the
probability distribution Pon(t) and Poff(t) for the “on” or “off”
events. On the other hand, in the ensemble experiment, the
fluorescence intensity time profile represents collection of fluor-
escent photons emitted simultaneously from a huge number of
QDs, and QDs in such an ensemble measurement are indis-
tinguishable. Therefore, the ensemble-averaged fluorescence
time profile ÆI(t)æ represents the sum of all fluorescence histograms
from each individual QDs after the continuous laser excitation is
turned on. For that reason, to calculate ÆI(t)æ one needs to
consider coupled rate equations including both forward and
reverse charge transfer reactions, whereas to describe either Pon(t)
or Poff(t) of a single QD, which is a distinguishable particle, one
only needs to consider the forward or reverse rate equation.46

A. Intermittency of Single QDs Based on the Diffusion-
Controlled Electron Transfer Model. The diffusion-controlled
electron transfer (DCET) model46�48 assumed that fluctuations
occurred in energy configuration space, represented by a one-
dimensional reaction coordinate. The schematic diagram for the
model is shown in Figure 1a, whereW is the photoexcitation rate,
γF is the fluorescence decay rate, and γL and γD are the forward
and backward transition rate between |L*æ and |Dæ, respectively.
There are two neutral states (ground state |Gæ and excited light
state |L*æ) and two charge-separated states. |Dæ represents a
charge-separated state with a positively charged hole in the core
of aQD and a counter-charge trapped on some surface states,49,50

which are below the edge of the quasi-conduction band or just
above the edge of the quasi-valence band. When an additional
exciton is generated in the state |Dæ upon further photoexcitation

Figure 1. (a) Schematic diagram of DCETmodel. (b) Diffusion on the
parabolic potential surfaces for light sate |L*æ and dark state |Dæ.
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to the state |D*æ, instead of emitting a fluorescent photon, the
excitonic energy is quickly transferred to the mobile hole in the
core via the radiationless Auger relaxation process. Therefore, as
a consequence of fast Auger relaxation the state |Dæ appears dark.
The transitions between |L*æ and |Gæ is the bottleneck process
related to fluorescence intermittency.
As illustrated in Figure 1b, the potentials for |L*æ and |Dæ are

defined asU1(Q) = kE(Q +Q1)
2/2 andU2(Q) =ΔG

0 + kEQ
2/2,

where ΔG0 is the free-energy gap between |L*æ and |Dæ, kE is
the force constant, and λ = kEQ1

2/2 is reorganization energy for
the electron transfer. The energy-level crossing occurs at Qc =
(ΔG0 � λ)/(2kEλ)

1/2.
The probability distribution for a QD to stay in the light state

|L*æ or the dark state |Dæ can be calculated. The time evolution of
population distribution F1(Q,t) on potential U1(Q) and a sink at
Qc as below:

48

∂
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F1ðQ ;tÞ ¼ 1

τ
Δ2 ∂
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where Δ2/τ � D is the diffusion coefficient, V12 represents the
electronic coupling between |L*æ and |Dæ, and the initial condi-
tion is defined as F1(Q,0) = δ(Q � Qc). The above equation
represents the rate equation involving nonadiabatic electron
transfer reactions for the population in the light state. This equa-
tion describes a 1-D diffusion-controlled electron transfer reac-
tion on parabolic free-energy potentials with a reaction sink at
their intersection.48 By using the Green function method, we can
solve the blinking statistics Pon(t) for the on-events. According to
the previous studies,46�48 the waiting time distribution for the
on-events is given by

PðtÞ � t�me�Γt ð2Þ
where

Γτ � Ea
2kBT

Ea � ðλ þ ΔG0Þ2
4λ

ð3Þ

The exponentm for the inverse power law equals to 3/2 for normal
diffusion and could take a different value for anomalous diffusion.47

According to the above equation, Pon(t) follows a power law with
an exponential bending tail, whereas the bending tail factor Γ, as
shown in eq 3, is related to the activation energy Ea for the forward
electron transfer reaction. Such a relationship will be used later in
analyzing experimental blinking statistic data of single QDs.
B. Ensemble-Averaged Fluorescence Intensity. To calcu-

late the ensemble-averaged fluorescence intensity decay, one needs
to solve the coupled rate equations involving both forward and
backward transitions between the light state and the dark state.
According to our previous work,48 the normalized fluorescence
intensity in the Laplace transform domain of s is given by

̅lðsÞ �
Z ∞

�∞
dQ F1̅ðQ ;sÞ

¼ ζ1
s

1� γ1
s½1 þ g̅1ðsÞ þ g̅2ðsÞ�

( )
ð4Þ

where the Laplace transform of the Greens function is defined as gk(s)
�Ak

Gk(Qc,Qc;s) andAk=(2π|Vk|
2/p)|∂(U1(Q)�U2(Q))/∂Q|Q=Qc

.

Although the exact expression could not be obtained for eq 4, it
could be expressed approximately by48

IðtÞ ¼ Ieq þ ð1� IeqÞ expð�ðt=T0ÞRÞ ð5Þ
where

Ieq � 1
½1 þ ζ expð �ΔG0=kBT� ð6Þ

and ς�W/(W +γF)∼W/γF,W is the photoexcitation rate, and
γF is the fluorescence decay rate. From the above equation one
could relate the equilibrium fluorescence intensity Ieq at long
time to the free energy gap ΔG0 between |L*æ and |Dæ. Such a
relationship will be used in the next section to analyze our
ensemble experimental data of QDs.

IV. RESULTS AND DISCUSSION

Many theoretical models have been proposed to explain the
blinking phenomenon of single QDs, including diffusion-con-
trolled electron transfer (DCET) model,47,48 charge tunneling
model,51 and some other models.52 Here, the framework of the
DCET model was considered to interpret our experimental
results. Figure 2a shows the on-time distribution Pon(t) in
log�log scale of single QDs at different pH values (5, 7, 9, and 11).
In general, the choices of binning time and threshold could affect
the power-law distributions of on-times.53 To determine exactly
the on-time distribution, a bin time of 10 ms and a threshold of
about one-third of the highest peak of fluorescence intensity
histogram were used. Here, Pon(t) exhibits an inverse power-law
distribution at shorter times but then deviates from this distribu-
tion at longer times, exhibiting an exponential bending tail. The
distribution was fitted using P(t)∼ ct�m exp(�Γt) of eq 2, where
c is an unimportant scaling constant, m is the power-law
exponent, and Γ is the bending rate, which is related to the
activation energy of the electron transfer.46�48 In this case, m is
typically around 1.5. In general, a trend was observed with shorter
“on” events at lower pH values. Furthermore, similar to the
previous report,54 the bending rate Γ increases as the pH value
decreases (Figure 2b). According to the DCET model,46�48 Γ
increases with the activation energy for the electron transfer from
the light sate to the dark state. Therefore, our data demonstrate
that the activation energy also increases with the H+ ion concen-
tration.

With measured dependence of the bending rate Γ of the
blinking statistics on the H+ ion concentration to precisely
determine the activation energy based on eq 3 one needs to
know the diffusion correlation time constant τ. Because the
spectral diffusion is sensitive to light excitation, and 1/τ is related
to the ratio ζ of the photoexcitation rate W and the fluorescent
decay rate γF. The magnitude of W is related to the excitation
intensity and the photoabsorption cross section of QDs. The
CdSe/ZnS QDs used in our experiments has a peak emission at
565 nm, and the radius was estimated to be around 2.1 nm.55 Due
to the absorption cross section σ is directly proportional to the
volumeofQDs,56 we obtained an estimate ofσ∼ 7.0� 10�16 cm�2

andW∼ 41.2. Figure 3 shows the decay profiles of single QDs on a
glass substrate in comparisonwithQDs embedded in 1% agarose gel
with different pH values from 3 to 11. The average fluorescence
lifetime of QDs embedded in pH 3 agarose gel is about 13 ns, which
is faster than that of QDs on glass (26 ns). As shown in Figure 4, we
observed thatΓγF/W increases as the pHvalue decreases. According
to eq 3, the activation energy is proportional to the bending rate Γ
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and the diffusion correlation time constant τ, and 1/τ depends on
the ratio of the photoexcitation rate W and the fluorescence decay
rate γF. The linear relationship of ΓγF/W and pH indicates that the
activation energy also linearly depends on the H+ ion concentration.
All the relevant parameters are listed in Table 1.

Unlike the single-particle case, which exhibits an inverse
power law for the blinking statistics, the time trace of the fluores-
cence intensity for an ensemble of QDs exhibits a quasi-stretched
exponential decay. There exists a relationship between the single-
particle and ensemble fluorescence measurements of QDs.46

Immobilization of QDs in agarose gel are necessary to avoid
complication from spatial diffusion of QDs while collecting the

time trace of fluorescence from ensemble measurements extend-
ing from 1 s to 104 s. Figure 5a shows intensity time traces from
QDs for different pH values (i.e., 4, 5, and 6) with a fit using a
stretched exponential of eq 5.46 The stretched exponential fit
with three parameters To, R, and Ieq is a convenient approximate
representation of the overall decaying feature of I(t). Furthermore,
as shown in Figure 5b, we observed a decrease in ln(1/Ieq� 1) as
the number of H+ ions increases. From eq 6 one has ln(1/Ieq� 1),
or equivalently, ln(W/γF)�ΔG0/kBT; its linear dependence on
pH indicates a linear relationship between the free energy gap
between the light state and the dark state, ΔG0, and pH. Our
experimental results indicate that theH+ ion distribution near the

Figure 2. (a) Log�log plot of the on-time blinking statistics of single QDs in pH 5, 7, 9, and 11 gels, respectively. The time scale is milliseconds. (b) Plot
of the fitted exponential bending rate vs the pH value, based on the on-event waiting time distribution curves at four pH values.

http://pubs.acs.org/action/showImage?doi=10.1021/jp203587x&iName=master.img-002.jpg&w=338&h=495
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QD surface could stabilize the dark state to lower its free energy,
resulting in an increase in the free energy gap between the light
state and dark state. A list of the extracted free energy gap at
different pH values is given in Table 2.

On the basis of the Marcus theory, the rate of electron transfer
would decrease with an increase in the free energy ΔG0 in the
normal regime, but it would increase in the inverted region. The
inverted region occurs when �ΔG0 is greater than the reorga-
nization energy λ. Figure 6 shows the free energy curves for the
light and dark states in the Marcus inverted regime. In this
diagram ΔG0 is the free energy gap difference between the light
state |L*æ on the left and the dark state on the right |Dæ, Ea is the
activation energy, and λ is the reorganization energy. According
to eq 3 the bending rate (Γ) is related the activation energy by
Γτ � Ea/2kBT, where Ea � (λ + ΔG0)2/4λ, τ is the diffusion
correlation time constant, and kB is Boltzmann’s constant.47

When�ΔG0 is much larger than λ, a large �ΔG0 value leads to

an increase in Γ, a greater bending rate. Recently, Scholes et al.57

reported that electron transfer reactions from the QDwith a core
of CdSe to its shell surface states in CdTe states occur in the
Marcus inverted regime, due to λ <�ΔG0. They observed a very
small reorganization energy λ∼ 20 meV compared with ΔG0∼
�170 meV for the photoinduced electron transfer. Majima and
co-workers58 demonstrated, from single-particle QD measure-
ments, that the reorganization energy for the electron transfer
within the CdSe/ZnS-PI in nonpolar solvents is around 280 meV,
which is smaller than the free energy gapΔG0∼�750 meV, and
the Γ value increased with a decreasing polarity of the solvent.
Therefore, the Marcus inverted regime could occur in very
exothermic heterogeneous electron transfer reactions.

By analyzing the on-time distribution Pon(t) of single QDs, we
observed that the bending rate (Γ) increases with the H+ ion
concentration. According to the DCET model,46�48 Γ is directly
proportional to the activation energy for the electron transfer
from the light state to the dark state. Our data demonstrate that
the activation energy increases with the H+ ion concentration.

Figure 3. Fluorescence decay profiles for single QDs on a glass
substrate and embedded in pH 3�11 and 1% agarose gel. The inset
shows the dependence of the fitted decay time constant on pH.

Figure 4. Plot ofΓγ0/W vs the pH value. The linear dependence on pH
indicates a linear relationship between the activation energy Ea and pH.

Table 1. Measured Bending Rate Γ of the Blinking Statistics
and the Fluorescence Decay Rate γF at Different pH Values

pH Γ (s�1) γF (s
�1) ΓγF/W (106 s�1)

5 2.24 6.67� 107 3.63

7 1.56 5.88� 107 2.23

9 1.24 5.26� 107 1.58

11 0.65 5.00� 107 0.79

Figure 5. (a) Log-linear plot of the normalized I(t) (dot curves) for an
ensemble of QDs and the fitted solid curves using a stretched exponen-
tial Ieq + (1 � Ieq) exp[�(t/To)

R], where Ieq is the asymptotic value at
equilibrium. (b) Plot of ln(1/Ieq � 1) vs the pH value. The linear
dependence on pH indicates a linear relationship betweenΔG0 and pH.

Table 2. Measured Fluorescence Intensity Asymptote Ieq and
the Estimated Free Energy Gap ΔG0 at Different pH Values

pH Ieq ζ ΔG0 (meV)

4 0.07 5.8� 10�7 �424

5 0.32 6.2� 10�7 �376

6 0.62 6.6� 10�7 �344

http://pubs.acs.org/action/showImage?doi=10.1021/jp203587x&iName=master.img-003.jpg&w=166&h=139
http://pubs.acs.org/action/showImage?doi=10.1021/jp203587x&iName=master.img-004.jpg&w=175&h=149
http://pubs.acs.org/action/showImage?doi=10.1021/jp203587x&iName=master.img-005.jpg&w=181&h=294
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From our ensemble experimental results, the fluorescence in-
tensity time trace of QDs is found to display increasing depen-
dence of the value of ln(1/Ieq� 1) on the H+ ion concentration,
which affects the free energy gap between the light and dark
states. Here, we used PEG-coated QDs for the investigation of
the pH effects on the fluorescence properties of QDs. Because
PEG is neutral, nonvolatile, and insensitive to pH,59 the PEG can
cause separation to protect the shell of QDs from outside
environment.60 Therefore, we believed that at pH 5 the damages
on the ligand (PEG) and the shell is minor. The experimental
results clearly indicated that the H+ ion distribution near the QD
surface could stabilize the dark state to lower its free energy,
resulting in an increase in the free energy gap between the light
state and dark state. Thus, H+ ions surrounding the QDs might
play an important role in controlling their charge transfer and
blinking behavior. TheH+ ions surrounding theQDs could cause
the energy of |Dæ to shift downward with respect to that of |L*æ.
Consequently, it would result in increased activation energy and
a larger free energy gap, and these scenarios would occur only in
the Marcus inverted regime. In Figure 7, the effects of pH (H+

ion) on the activation energy and free energy gap in the inverted
regime according are illustrated according to the DCET model.

According to eq 3, the activation energy Ea is related to Γ by
Ea = 2kBTΓτ. Although we could measure Γ for QDs from the
exponential bending tail of the blinking statistics at a different

pH, the activation energy could not be determined without
knowing the value for the diffusion correlation time constant τ.
This time constant could be determined from an analysis48 of
spectral diffusion measurements for single QDs, and its value is
sensitive to the excitation intensity, the size of QD, and tem-
perature. In the work we reported the observed dependence of Γ
vs pH, but our lab is not equipped presently for spectral diffusion
measurements to allow us to quantitatively determine the
activation energy. Based on a crude estimate, with τ on the order
of 1 s, with measured values of Γ ∼ 2 s�1 from Figure 2, it is a
reasonable guess of Ea to be on the order of 100 meV. With Γ =
2.24 s�1 and the free energy gap ΔG0 = �376 meV at pH 5, the
relationship in eq 3 between the diffusion correlation time τ and
the reorganization energy λ is illustrated by Figure 8. There are
two regimes, the inverted vs the normal regimes, to the left and
right of the vertical dot line representing the activationless regime
where λ + ΔG0 = 0 exactly. From such a plot, one can determine
the value of λ once τ is known. The determination of τ requires
future measurements of spectral diffusion for each single
QD.61�63 Because our experimental results support the inverted
regime electron transfer, we expect that the organization energy λ
should be much smaller than the free energy gap. Such observa-
tion and the estimates of ΔG0 and λ seem to be in line with the
previous report by Scholes et al.57

V. CONCLUSIONS

In conclusion, unlike previous studies by others that empha-
sized either an ensemble system or a single-QD system, we
performed in this work both single-particle and ensemble QDs
fluorescence measurements and analyzed these data to provide a
clearer physical picture of how pH environment affects the
electron transfer between the light and dark states of QDs.
Moreover, we reported the finding of the unusual Marcus
inverted regime for the electron transfer from the light state to
the dark state. Such a situation often occurs when the reorganiza-
tion energy for the charge transfer is much smaller than the free
energy gap between the reactant and the product states. This
conclusion was drawn on the basis of our systematical studies
on the blinking behavior of single QDs and the fluorescence
time trace from ensemble QDs in different pH environments.
Single colloidal QDs encapsulated in agarose gel in a natural
aqueous solution were used to probe the solvent pH value.

Figure 6. Free energy potentials for the light and the dark states involving
the inverted regime electron transfer.

Figure 7. DCET model describing the effects of pH (H+ ions) on the
free energy gap, the activation energy that controls the bending tail for
the blinking statistics in the Marcus inverted regime.

Figure 8. Semilog plot of the diffusion correlation time τ versus the
reorganization energy λ based on eq 3, τ = (λ + ΔG0)2/8kBTλΓ, where
Γ = 2.24 s�1 and the free energy gap ΔG0 = �376 meV at pH 5. The
vertical line represents the activationless regime with λ + ΔG0 = 0
exactly. To the left of the dotted line is the inverted regimewith λ<�ΔG0

and to the right is the normal regime with λ > �ΔG0.

http://pubs.acs.org/action/showImage?doi=10.1021/jp203587x&iName=master.img-006.jpg&w=240&h=177
http://pubs.acs.org/action/showImage?doi=10.1021/jp203587x&iName=master.img-007.jpg&w=232&h=119
http://pubs.acs.org/action/showImage?doi=10.1021/jp203587x&iName=master.img-008.jpg&w=156&h=119


13983 dx.doi.org/10.1021/jp203587x |J. Phys. Chem. C 2011, 115, 13977–13984

The Journal of Physical Chemistry C ARTICLE

Generally speaking, the interaction of H+ ions with QDs to
induce fluorescence quenching can be attributed to nonradiative
recombination pathways and electron transfer processes. We
offered explanations regarding the effects of the pH environment
on the blinking behavior. According to the DCET model, the
exponential bending rate is expected to increase with the activa-
tion energy of the electron transfer from the light state to the dark
state. The H+ ion distribution near the QD surface could stabilize
the dark state to lower its free energy, resulting in an increase of
the activation energy and the observed increase in the free energy
gap. Such an increase of the activation energy and a simultaneous
increase in the free energy gap would occur only in the unusual
Marcus inverted regime. Such a scenario indicates small reorga-
nization energy for this system. Other than reaching such an
important qualitative result, we have also determined the free
energy gap at different pH values from the ensemble measure-
ments of the fluorescence intensity time profiles. We have also
given an estimate for the reorganization energy. The observation
of the pH dependence for the fluorescence blinking, fluorescence
lifetime for single QDs and the fluorescence intensity time profile
indicates that such a QD sensing scheme could offer potentially
significant applications for chemical and biological assays.
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