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#### Abstract

We prove existence and numerical stability of numerical solutions of three fully discrete interior penalty discontinuous Galerkin methods for solving nonlinear parabolic equations. Under some appropriate regularity conditions, we give the $l^{2}\left(H^{1}\right)$ and $l^{\infty}\left(L^{2}\right)$ error estimates of the fully discrete symmetric interior penalty discontinuous Galerkin-scheme with the implicit $\theta$-schemes in time, which include backward Euler and Crank-Nicolson finite difference approximations. Our estimates are optimal with respect to the mesh size $h$. The theoretical results are confirmed by some numerical experiments. © 2012 Wiley Periodicals, Inc. Numer Methods Partial Differential Eq 29: 1341-1366, 2013
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## I. INTRODUCTION

Although the definition of discontinuous polynomial spaces emerged in the 1970s [1-3], it was in the recent decade that discontinuous Galerkin (DG) methods have become attractive as a powerful simulation tool for solving partial differential equations (see e.g., Refs. [4-8]). The mixed DG and the primal DG are two main families of DG. The local discontinuous Galerkin scheme (LDG) [9] is a representative of the mixed DG. The primal DG method depends on the appropriate choice of penalty terms for the discontinuous shape functions and has a different treatment of the diffusion term [3, 10, 11], which can be referred to as interior penalty discontinuous galerkin (IPDG) methods. There are four primal DG versions, symmetric interior penalty galerkin (SIPG) [3, 8], nonsymmetric interior penalty galerkin (NIPG) [8, 12], Incomplete Interior Penalty Galerkin (IIPG) [8], and Oden-Babuska-Baumann DG (OBB-DG) methods [11].

DG methods possess a few important features over other types of finite element methods. For example, they naturally handle inhomogeneous boundary conditions and interelement continuity with a weak enforcement; they allow the use of nonuniform and unstructured meshes and have local conservation properties. In addition, they appear to be nonoscillatory in the presence of high gradients and rough solutions. But they seem to introduce a relatively large number of degrees of freedom over interelements. Fortunately, two-level and multilevel preconditioners tend to remedy this disadvantage [13, 14].

The $h p$ version [15] works efficiently and the accuracy is achieved if one geometrically refines the mesh by grading toward the corners of the polygonal boundary where in general singularities of the exact solution occur, and if one appropriately chooses the polynomial degree $p$ on each subdivision. Arnold [16] first analyzed a semidiscrete IPDG method for solving nonlinear parabolic boundary value problems and stated optimal order error estimates in the energy and $L^{2}$ norms. For reaction-diffusion equations, Georgoulis and Süli [17] presented fully hp-optimal error bounds in the energy norm by introducing an augmented Sobolev space. Optimal convergence in $L^{2}\left(L^{2}\right)$ for SIPG has also been established for reactive transport in porous media, but sometimes NIPG and IIPG do not have $L^{2}\left(L^{2}\right)$ optimality [8]. For NIPG and IIPG, $l^{\infty}\left(L^{2}\right)$ optimal error estimates were given for a three-dimensional (3D) parabolic equation in a rectangular domain [18] and the $L^{2}$ optimality was established for polynomials of odd degrees for 1D elliptic equations [19]. Rivière and Wheeler [20] derived a priori error estimates in the $l^{2}\left(H^{1}\right)$ and $l^{\infty}\left(L^{2}\right)$ norms for a fully discrete NIPG scheme with a $\theta$ scheme for nonlinear parabolic equations. Recently, Ohm et al. [21] obtained an optimal $l^{2}\left(H^{1}\right)$ and $L^{\infty}\left(L^{2}\right)$ error estimates of a semidiscrete SIPG scheme for nonlinear parabolic equations, and generalized the $l^{\infty}\left(L^{2}\right)$ error estimate to the backward Euler SIPG method in Ref. [22]. But there are no related numerical experiments presented.

We consider the following nonlinear parabolic equation:

$$
\begin{align*}
& u_{t}-\nabla \cdot(a(x, u) \nabla u)=f(x, u), \quad \text { in } \Omega \times(0, T),  \tag{1.1}\\
& a(x, u) \nabla u \cdot \mathbf{n}=0, \quad \text { in } \partial \Omega \times(0, T),  \tag{1.2}\\
& \left.u\right|_{t=0}=\psi(x), \quad \text { on } \quad \Omega \times\{0\}, \tag{1.3}
\end{align*}
$$

where $\Omega$ is an open interval in $\mathbb{R}^{1}$, or a convex polygonal domain in $\mathbb{R}^{2}$, $\mathbf{n}$ is the unit outward normal vector to $\partial \Omega$, and $T>0$ is arbitrary but fixed. The Eq. (1.1), supplemented with the boundary condition (1.2) and the initial condition (1.3), describes the diffusion of a chemical species of the concentration $u$ in a porous medium with a source term $f(x, u)$.

We assume that $a$ and $f$ are uniformly Lipschitz continuous with respect to the variable $u$, namely, there exist positive constants $L_{a}$ and $L_{f}$ such that

$$
\begin{align*}
\left|a\left(x, u_{1}\right)-a\left(x, u_{2}\right)\right| \leq L_{a}\left|u_{1}-u_{2}\right|, & \text { for } u_{1}, u_{2} \in \mathbb{R}  \tag{1.4}\\
\left|f\left(x, u_{1}\right)-f\left(x, u_{2}\right)\right| \leq L_{f}\left|u_{1}-u_{2}\right|, & \text { for } u_{1}, u_{2} \in \mathbb{R} \tag{1.5}
\end{align*}
$$

Moreover, we assume that for any compact set $S$ in $\mathbb{R}$, there exist positive constants $K_{0}$ and $K_{1}$ such that

$$
\begin{equation*}
0<K_{0} \leq a(x, p) \leq K_{1}, \quad 0<K_{0} \leq \frac{\partial}{\partial p} a(x, p) \leq K_{1}, \quad \text { in } \Omega \times S \tag{1.6}
\end{equation*}
$$

For the sake of simplicity, we also assume that

$$
\begin{equation*}
f(\cdot, 0)=0 \tag{1.7}
\end{equation*}
$$

In our study, $u$ is assumed to be a strong solution. That is, $u \in C^{2}(\bar{\Omega} \times[0, T])$, a solution of the problem (1.1)-(1.3), satisfies the regularity conditions below:

$$
\left\{\begin{array}{l}
u, u_{t} \in L^{\infty}\left(0, T ; H^{s}(\Omega)\right), \quad \text { for some } s \geq 2  \tag{1.8}\\
\nabla u \in L^{\infty}(\Omega \times(0, T))
\end{array}\right.
$$

In this work, the IPDG schemes for approximating solutions of the problem (1.1)-(1.3) are analyzed, and for a fully discrete $\theta$ scheme in time the optimal $l^{\infty}\left(L^{2}\right)$ error estimates are derived under some appropriate regularity conditions. Our analysis focuses on the following issues which have not yet been adequately considered in the literature:

- Based on an implicit $\theta$ scheme, existence of solutions of the fully discrete IPDG schemes will be proven.
- When implicit $\theta$ time-integration techniques are considered to avoid rigid stability conditions associated with the mesh size, numerical stability of these fully discrete IPDG schemes will be analyzed.
- In the $h p$ version, optimal $l^{2}\left(H^{1}\right)$ and $l^{\infty}\left(L^{2}\right)$ error estimates will be given for the fully discrete SIPG scheme with implicit time-integration schemes.
- Some numerical results are presented in our work. As we know, few numerical results from an implicit time-stepping IPDG scheme have been published for solving nonlinear parabolic equations.

The content of this article is summarized as follows. In Section II, we recall a few definitions and the formulation of the interior penalty DG formulations in a semidiscrete form and in fully discrete forms with a $\theta$ scheme. For the semidiscrete DG scheme, we state some properties for IPDG schemes in Section III, and derive existence and numerical stability for the fully discrete IPDG schemes in Sections IV and V, respectively. In Section VI, we give a unified analysis of optimal a priori error estimates in the $l^{2}\left(H^{1}\right)$ and $l^{\infty}\left(L^{2}\right)$ norms for the fully-discrete SIPG scheme with implicit $\theta$ time-integration techniques. Finally, the numerical results are presented to show the effectiveness of the DG methods in Section 7.

## II. THE DG METHOD

We subdivide the domain $\Omega$ into elements $E_{1}, E_{2}, \ldots, E_{N_{h}}$, where $E_{i}$ is an interval in 1D or a triangle in 2D and $N_{h}$ is the number of all elements. Here, $h>0$ denotes the maximal diameter of all elements. For each $h>0$, we write the resulting subdivision in the form:

$$
\mathcal{E}_{h}:=\left\{E_{1}, E_{2}, \ldots, E_{N_{h}}\right\}
$$

Note that $\bar{\Omega}=\bigcup_{i=1}^{N_{h}} \bar{E}_{i}$, for each $h>0$. We set, for each element of $\mathcal{E}_{h}$,

$$
\left\{\begin{array}{l}
h_{i}=\text { the diameter of } E_{i}, 1 \leq i \leq N_{h},  \tag{2.1}\\
\rho_{i}=\text { the radius of the largest ball inscribed in } E_{i}, 1 \leq i \leq N_{h} .
\end{array}\right.
$$

We impose a regularity assumption on the mesh $\mathcal{E}_{h}$, that is, there exists a constant $\zeta>0$, independent of $h$, such that

$$
\frac{h}{\min \rho_{i}} \leq \zeta .
$$

Moreover, we assume that the mesh $\mathcal{E}_{h}$ is quasiuniform: there exists a constant $\tau>0$, independent of $h$, such that

$$
\begin{equation*}
\frac{h}{\min h_{i}} \leq \tau . \tag{2.2}
\end{equation*}
$$

We introduce the set $\mathcal{F}_{h}$ of edges of the mesh $\mathcal{E}_{h}$ :

$$
\mathcal{F}_{h}:=\left\{e_{1}, e_{2}, \ldots, e_{P_{h}}, e_{P_{h}+1}, \ldots, e_{M_{h}}\right\}
$$

where

$$
\begin{cases}e_{i} \subset \Omega, & \text { if } 1 \leq i \leq P_{h}, \\ e_{i} \subset \partial \Omega, & \text { if } P_{h}+1 \leq i \leq M_{h}\end{cases}
$$

On each $e_{i}\left(1 \leq i \leq M_{h}\right)$ of $\mathcal{E}_{h}$, we fix a unit outer normal vector $\mathbf{n}_{i}$ :

$$
\mathbf{n}_{i}=\left\{\begin{array}{l}
\text { the unit normal vector on } e_{i}, \text { pointing from } E_{k} \text { to } E_{j}, \text { if } e_{i}=\partial E_{k} \cap \partial E_{j}, \\
\text { the unit normal vector on } e_{i}, \text { pointing outward of } \Omega, \text { if } P_{h}+1 \leq i \leq M_{h},
\end{array}\right.
$$

then we denote the average and jump operators below: For $v \in H^{s}\left(\mathcal{E}_{h}\right), s>\frac{1}{2}$,

$$
\begin{aligned}
& \{v\}_{e_{i}}:=\left\{\begin{array}{l}
\left.\frac{1}{2}\left(\left.v\right|_{E_{j}}\right)\right|_{e_{i}}+\frac{1}{2}\left(\left.v\right|_{E_{k}}\right)| |_{e_{i}}, \text { if } e_{i}=\partial E_{j} \cap \partial E_{k}, 1 \leq i \leq P_{h}, \\
\left(\left.v\right|_{E_{k}}\right)| |_{e_{i}}, \text { if } e_{i}=\partial E_{k} \cap \partial \Omega, P_{h}+1 \leq i \leq M_{h} .
\end{array}\right. \\
& {[v]_{e_{i}}:=\left\{\begin{array}{l}
\left.\left(\left.v\right|_{E_{k}}\right)\right|_{e_{i}}-\left.\left(\left.v\right|_{E_{j}}\right)\right|_{e_{i}}, \text { if } e_{i}=\partial E_{j} \cap \partial E_{k}, 1 \leq i \leq P_{h}, \\
\left(\left.v\right|_{E_{k}}\right)| |_{e_{i}}, \text { if } e_{i}=\partial E_{k} \cap \partial \Omega, P_{h}+1 \leq i \leq M_{h} .
\end{array}\right.}
\end{aligned}
$$

For brevity, we drop the subscript $e_{i}$ of these two operators throughout this article.
Along this article, the $H^{m}$ Sobolev norm on $\omega$ is defined by $\|\cdot\|_{m, \omega}$ for a positive integer $m$, that is,

$$
\begin{equation*}
\|\cdot\|_{m, \omega}:=|\cdot|_{H^{m}(\omega)}, \quad \forall 0 \leq m<\infty, \forall \omega \subset \mathbb{R}^{1}\left(\text { or } \mathbb{R}^{2}\right) . \tag{2.3}
\end{equation*}
$$

Note that, by default, $H^{0}(\omega)$ denotes $L^{2}(\omega)$ with the $L^{2}$ inner product $(\cdot, \cdot)$ and $\|\cdot\|_{\infty, \omega}$ is the standard $L^{\infty}$-norm on $\omega$. Then using (2.3), we introduce the broken Sobolev space for any real number $s$ :

$$
H^{s}\left(\mathcal{E}_{h}\right)=\left\{v \in L^{2}(\Omega):\left.v\right|_{E_{i}} \in H^{s}\left(E_{i}\right), 1 \leq i \leq N_{h}\right\},
$$

which is equipped with the broken space norm:

$$
\left\|\left|v \|_{s}:=|v|_{H^{s}\left(\mathcal{E}_{h}\right)}=\left(\sum_{i=1}^{N_{h}}\|v\|_{s, E_{i}}^{2}\right)^{1 / 2} .\right.\right.
$$

Also, given a time interval $[a, b]$, we use the broken Sobolev $L^{2}\left(H^{s}\right)$ and $L^{\infty}\left(H^{s}\right)$ norms:

$$
\left.\left\|\left|v\left\|_{L^{2}\left(a, b ; H^{s}\right)}^{2}=\int_{a}^{b}\right\|\right| v(\cdot, t)\right\|\right|_{s} ^{2} d t, \quad\left\|\left|v\left\|_{L^{\infty}\left(a, b ; H^{s}\right)}=\underset{t \in(a, b)}{\operatorname{ess} \sup }\right\|\right| v(\cdot, t)\right\| \|_{s} .
$$

We also introduce a space of test functions

$$
\begin{equation*}
\mathcal{D}_{r}\left(\mathcal{E}_{h}\right)=\left\{v \in L^{2}(\Omega):\left.v\right|_{E_{i}} \in \mathbb{P}_{r}\left(E_{i}\right), 1 \leq i \leq N_{h}\right\}, \tag{2.4}
\end{equation*}
$$

where, for each $1 \leq i \leq N_{h}$,

$$
\mathbb{P}_{r}\left(E_{i}\right):=\left\{\text { the space of polynomials of (total) degree at most } r \text { on } E_{i}\right\} .
$$

It is clear that

$$
\mathcal{D}_{r}\left(\mathcal{E}_{h}\right) \subset H^{1}\left(\mathcal{E}_{h}\right) \subset L^{2}(\Omega) .
$$

However, since the test functions in $\mathcal{D}_{r}\left(\mathcal{E}_{h}\right)$ are discontinuous along the edges $e_{i}, 1 \leq i \leq$ $P_{h}$ in $\Omega$, we notice that $\mathcal{D}_{r}\left(\mathcal{E}_{h}\right) \not \subset H^{1}(\Omega)$. We thus introduce the interior penalty term $J_{0}^{\sigma}: \mathcal{D}_{r}\left(\mathcal{E}_{h}\right) \times \mathcal{D}_{r}\left(\mathcal{E}_{h}\right) \rightarrow \mathbb{R}$ in the form:

$$
\begin{equation*}
J_{0}^{\sigma}(v, w)=\sum_{k=1}^{P_{h}} \frac{\sigma_{k}}{\left|e_{k}\right|} \int_{e_{k}}[v][w] d s, \tag{2.5}
\end{equation*}
$$

which penalizes the jump of the functions across the edges $e_{k}, 1 \leq k \leq P_{h}$. Here, the penalty parameter $\sigma_{k}$ is a nonnegative real number to be chosen and $\left|e_{k}\right|$ is the Lebesgue measure of the edge $e_{k}$. It is easy to see that

$$
\begin{equation*}
\left|e_{i}\right| \leq h_{i} \leq h, \quad \forall 1 \leq i \leq N_{h} . \tag{2.6}
\end{equation*}
$$

We also define the energy norm on $\mathcal{D}_{r}\left(\mathcal{E}_{h}\right)$ throughout this article:

$$
\begin{equation*}
\|v\|_{\mathrm{DG}}=\left(\sum_{k=1}^{N_{h}}\|\nabla v\|_{0, E_{k}}^{2}+J_{0}^{\sigma}(v, v)\right)^{1 / 2}, \quad \forall v \in \mathcal{D}_{r}\left(\mathcal{E}_{h}\right) \tag{2.7}
\end{equation*}
$$

Aiming to study the strong solution $u \in C^{2}(\bar{\Omega} \times[0, T])$, satisfying the regularity conditions (1.8), of the problem (1.1)-(1.3), we proceed element by element as appears in Ref. [23]. As a result, we obtain the following consistent weak formulation of the problem (1.1)-(1.3):

Find $u(t) \in H^{s}\left(\mathcal{E}_{h}\right), s>\frac{3}{2}$, such that

$$
\begin{align*}
\left(u_{t}, v\right)+A_{\epsilon}(u ; u, v) & =(f(u), v), \quad \forall v \in H^{s}\left(\mathcal{E}_{h}\right),  \tag{2.8}\\
(u(0), v) & =(\psi, v) \tag{2.9}
\end{align*}
$$

where $A_{\epsilon}(\rho ; v, w)$ is bilinear in the last two terms:

$$
\begin{align*}
A_{\epsilon}(\rho ; v, w)= & \sum_{j=1}^{N_{h}} \int_{E_{j}} a(\rho) \nabla v \cdot \nabla w d x-\sum_{k=1}^{P_{h}} \int_{e_{k}}\left\{a(\rho) \nabla v \cdot \mathbf{n}_{k}\right\}[w] d s  \tag{2.10}\\
& +\epsilon \sum_{k=1}^{P_{h}} \int_{e_{k}}\left\{a(\rho) \nabla w \cdot \mathbf{n}_{k}\right\}[v] d s+J_{0}^{\sigma}(v, w), \quad v, w \in H^{s}\left(\mathcal{E}_{h}\right) .
\end{align*}
$$

Here, the parameter $\epsilon$ in $A_{\epsilon}$ may take the value $-1,0$ or 1 ; see Remark 2.1.
To discretize the problem (2.8), we first introduce the following notations. For any smooth function $\phi: \Omega \times[0, T] \rightarrow \mathbb{R}$, we set

$$
\begin{equation*}
\phi^{n}:=\phi\left(x, t_{n}\right), \quad t_{n}=n \Delta t \quad \forall 0 \leq n \leq N, \tag{2.11}
\end{equation*}
$$

where $N$ is a positive integer and $\Delta t=T / N$. Then for an arbitrary but fixed $0 \leq \theta \leq 1$, we set

$$
\begin{equation*}
\phi_{\theta}^{n}=\frac{1-\theta}{2} \phi^{n}+\frac{1+\theta}{2} \phi^{n+1}, \quad 0 \leq n \leq N-1 . \tag{2.12}
\end{equation*}
$$

To discrete (2.8), by (2.10)-(2.12), we use the DG method for the spatial variable, and the $\theta$-scheme for the time variable. Now, the fully discrete IPDG formulation is to seek a sequence $\left\{u_{h}^{n}\right\}_{n \geq 0}^{N}$ of functions in $\mathcal{D}_{r}\left(\mathcal{E}_{h}\right)$ such that $\forall n \geq 0$,

$$
\begin{align*}
\left(\frac{u_{h}^{n+1}-u_{h}^{n}}{\Delta t}, v\right)+A_{\epsilon}\left(u_{h, \theta}^{n} ; u_{h, \theta}^{n}, v\right) & =\left(f\left(u_{h, \theta}^{n}\right), v\right), \quad \forall v \in \mathcal{D}_{r}\left(\mathcal{E}_{h}\right),  \tag{2.13}\\
u_{h}^{0} & =\tilde{u}_{0 h}, \tag{2.14}
\end{align*}
$$

where $\tilde{u}_{0 h}$ is a $L^{2}$ projection of $\psi$ onto $\mathcal{D}_{r}\left(\mathcal{E}_{h}\right)$ and $u_{h, \theta}^{n}=\frac{1-\theta}{2} u_{h}^{n}+\frac{1+\theta}{2} u_{h}^{n+1}$.
Remark 2.1. Note that for a fixed function $\rho, A_{\epsilon}$ appearing in (2.10) is symmetric if $\epsilon=-1$, and is nonsymmetric if $\epsilon=0$ or 1 . Moreover, depending on the value of $\epsilon$, the DG method considered in (2.13) is referred to SIPG if $\epsilon=-1$; NIPG if $\epsilon=1$; or IIPG if $\epsilon=0$. For the choice of penalty parameters $\sigma_{k}$ of these discontinuous formulations, see Georgoulis and Süli [17], Rivière et al. [12], and the references therein.

Remark 2.2. If $\theta=0$, (2.13) yields the Crank-Nicolson DG approximation; If $\theta=1$, (2.13) becomes the backward Euler DG approximation.

## III. SOME ESTIMATES OF THE IPDG SCHEMES

In this section, we mainly state some approximation results in the space of polynomials of degree $r$, which will be used later. And we denote by $C$ a generic positive constant.

Lemma 3.1. Assume that $u \in H^{s}(\Omega)$, for $s \geq 2$ and let $r \geq 2$ and assume that $\bar{a}$ is a given positive constant. Then, there exists an interpolant $\hat{u} \in \mathcal{D}_{r}\left(\mathcal{E}_{h}\right)$ of $u$ satisfying that (see Ref. [24])

$$
\begin{align*}
& \int_{e_{k}}\left\{\bar{a} \nabla(\hat{u}-u) \cdot \mathbf{n}_{k}\right\} d s=0, \quad \forall k=1, \ldots, P_{h},  \tag{3.1}\\
& \|\hat{u}-u\|_{\infty, E_{j}} \leq C \frac{h^{\mu}}{r^{s-1}}\|u\|_{s, E_{j}}, \quad \forall E_{j} \in \mathcal{E}_{h},  \tag{3.2}\\
& \|\nabla(\hat{u}-u)\|_{0, E_{j}} \leq C \frac{h^{\mu-1}}{r^{s-1}}\|u\|_{s, E_{j}}, \quad \forall E_{j} \in \mathcal{E}_{h},  \tag{3.3}\\
& \left\|\nabla^{2}(\hat{u}-u)\right\|_{0, E_{j}} \leq C \frac{h^{\mu-2}}{r^{s-2}}\|u\|_{s, E_{j}}, \quad \forall E_{j} \in \mathcal{E}_{h},  \tag{3.4}\\
& \|\hat{u}-u\|_{0, E_{j}} \leq C \frac{h^{\mu}}{r^{s-1}}\|u\|_{s, E_{j}}, \quad \forall E_{j} \in \mathcal{E}_{h},  \tag{3.5}\\
& \|\nabla \hat{u}\|_{\infty, e_{k}} \leq C\|\nabla u\|_{\infty, E_{i} \cup E_{j}}, \quad \text { for } e_{k}=\partial E_{i} \cap \partial E_{j}, \tag{3.6}
\end{align*}
$$

where $\mu=\min (r+1, s)$ and $C$ is independent of $h, s$ and $r$.
Lemma 3.2. For each $E_{k} \in \mathcal{E}_{h}$, let $e_{k}$ be an edge of $E_{k}$ and let $\mathbf{n}_{k}$ be a unit vector normal to $e_{k}$. Then, there exists a positive constant $C$ depending only on $\tau$ and $r$ [defined in (2.2) and (2.4)] such that the following two trace inequalities are valid Ref. [16]:

$$
\begin{align*}
& \|v\|_{0, e_{k}}^{2} \leq C\left(h_{E_{k}}^{-1}\|v\|_{0, E_{k}}^{2}+h_{E_{k}}\|\nabla v\|_{0, E_{k}}^{2}\right), \quad \forall v \in H^{1}\left(E_{k}\right),  \tag{3.7}\\
& \left\|\frac{\partial v}{\partial \mathbf{n}_{k}}\right\|_{0, e_{k}}^{2} \leq C\left(h_{E_{k}}^{-1}\|\nabla v\|_{0, E_{k}}^{2}+h_{E_{k}}\|\Delta v\|_{0, E_{k}}^{2}\right), \quad \forall v \in H^{2}\left(E_{k}\right) . \tag{3.8}
\end{align*}
$$

Lemma 3.3. For each $E_{k} \in \mathcal{E}_{h}$ and $v \in \mathbb{P}_{r}\left(E_{k}\right)$, let $e_{k}$ be an edge of $E_{k}$ and let $\mathbf{n}_{k}$ be a unit vector normal to $e_{k}$. Then, there exists a positive constant $C$ depending only on $r$ and $\tau$ such that the following two local inverse inequalities hold Ref. [16]:

$$
\begin{equation*}
\left\|\nabla^{j} v\right\|_{0, E_{k}} \leq C h_{E_{k}}^{-j}\|v\|_{0, E_{k}}, \quad \forall 0 \leq j \leq r,\left\|\frac{\partial v}{\partial \mathbf{n}_{k}}\right\|_{0, e_{k}} \leq C h_{E_{k}}^{-\frac{1}{2}}\|\nabla v\|_{0, E_{k}} . \tag{3.9}
\end{equation*}
$$

Squaring the second inequality (3.9), multiplying it by $\left|e_{k}\right|$ and summing for $k=1$ to $P_{h}$, we obtain

Lemma 3.4. There exists a positive constant $C_{\Omega, \tau}$ depending on $\Omega$ and $\tau$ such that

$$
\begin{equation*}
\sum_{k=1}^{P_{h}}\left|e_{k}\right|\left\|\left\{\frac{\partial v}{\partial \mathbf{n}_{k}}\right\}\right\|_{0, e_{k}}^{2} \leq C_{\Omega, t}\left\||\nabla v \||_{0}^{2}, \quad \forall v \in H^{1}\left(\mathcal{E}_{h}\right) .\right. \tag{3.10}
\end{equation*}
$$

We define a new bilinear form:

$$
A_{\epsilon, \lambda}(\rho ; v, w)=A_{\epsilon}(\rho ; v, w)+\lambda(v, w),
$$

with a positive real number $\lambda$.

In Ref. [25], we note that $A_{\epsilon}$ is coercive. If the positive constant $\delta$ is such that $\frac{K_{0}}{2 C_{\Omega, \tau}}>$ $\delta>\frac{(1-\epsilon)^{2} K_{1}^{2}}{4 \min _{k}\left\{\sigma_{k}\right\}}$ and the penalty parameters $\sigma_{k}$ satisfy $\min _{k}\left\{\sigma_{k}\right\}>C_{\Omega, \tau} \frac{(1-\epsilon)^{2} K_{1}^{2}}{2 K_{0}}$, then for any $v, \rho \in \mathcal{D}_{r}\left(\mathcal{E}_{h}\right)$,

$$
\begin{equation*}
A_{\epsilon}(\rho ; v, v) \geq \alpha_{0}\left(\left\|\left|\nabla v\| \|_{0}^{2}+\sum_{k=1}^{P_{h}}\right| e_{k} \mid\right\|\left\{\frac{\partial v}{\partial \mathbf{n}_{k}}\right\} \|_{0, e_{k}}^{2}+J_{0}^{\sigma}(v, v)\right), \tag{3.11}
\end{equation*}
$$

where $\alpha_{0}=\min \left\{\frac{K_{0}}{2}, \frac{K_{0}}{2 C_{\Omega, \tau}}-\delta, 1-\frac{(1-\epsilon)^{2} K_{1}^{2}}{4 \delta \min \left\{\sigma_{k}\right\}}\right\}$. Thus, if we consider an NIPG method $(\epsilon=1)$, then we can choose $\sigma_{k}>0$ and $\alpha_{0}=\min \left\{K_{0}, 1\right\}$. For the SIPG and IIPG methods, the penalty parameters $\sigma_{k}$ will be chosen sufficiently large, as the ratio $\frac{K_{1}^{2}}{K_{0}}$ or $\frac{K_{1}^{2}}{\delta}$ becomes extremely large. Based on the estimate (3.11) and the definition of $A_{\epsilon, \lambda}$, then we have the following lemma:

Lemma 3.5. Assume that $\frac{K_{0}}{2 C_{\Omega, \tau}}>\delta>\frac{(1-\epsilon)^{2} K_{1}^{2}}{4 \min \left\{\sigma_{k}\right\}}$ and $\min _{k}\left\{\sigma_{k}\right\}>C_{\Omega, \tau} \frac{(1-\epsilon)^{2} K_{1}^{2}}{2 K_{0}}$, then there exists a positive constant $\kappa$ independent of $h$ and $r$ such that

$$
\begin{equation*}
A_{\epsilon, \lambda}(\rho ; v, v) \geq \kappa\|v\|_{\mathrm{DG}}^{2}, \quad \forall \rho, v \in \mathcal{D}_{r}\left(\mathcal{E}_{h}\right) . \tag{3.12}
\end{equation*}
$$

Here, one can choose $\kappa=\alpha_{0}$. The following lemma can be proven similarly as in Ref. [25].
Lemma 3.6. There exists a positive constant $C$ independent of $h$ and $r$ such that

$$
\begin{equation*}
\left|A_{\epsilon, \lambda}(\rho ; v, w)\right| \leq C\|v\|_{\mathrm{DG}}\|w\|_{\mathrm{DG}}, \quad \forall \rho, v, w \in \mathcal{D}_{r}\left(\mathcal{E}_{h}\right) . \tag{3.13}
\end{equation*}
$$

By Lemma 3.6, we notice that $A_{\epsilon}$ is continuous: there exists a constant $\beta_{0}>0$ such that

$$
\begin{equation*}
A_{\epsilon}(\rho ; v, u) \leq \beta_{0}\|v\|_{\mathrm{DG}}\|u\|_{\mathrm{DG}}, \quad \forall \rho, v, u \in \mathcal{D}_{r}\left(\mathcal{E}_{h}\right) . \tag{3.14}
\end{equation*}
$$

The Aubin-Nitsche lift technique is well suited to the analysis of the DG method for linear problems, because the SIPG scheme is symmetric. But for the nonlinear parabolic equation, we will use the following projection and lemma as in Ref. [21]. Let $u \in H^{2}(\Omega)$. The Galerkin projection $\pi_{h} u \in \mathcal{D}_{r}\left(\mathcal{E}_{h}\right)$ of $u$ is defined by requiring that

$$
\begin{equation*}
A_{-1, \lambda}(u ; u, v)=A_{-1, \lambda}\left(u ; \pi_{h} u, v\right), \quad \forall v \in \mathcal{D}_{r}\left(\mathcal{E}_{h}\right) . \tag{3.15}
\end{equation*}
$$

$\pi_{h} u$ is a function mapping from $(0, T)$ onto $\mathcal{D}_{r}\left(\mathcal{E}_{h}\right)$ and its unique existence follows by the Lax-Milgram Theorem. We denote

$$
\left(\pi_{h} u\right)_{t}=\frac{\partial}{\partial t}\left(\pi_{h} u\right),
$$

and state the following estimates.

Lemma 3.7. For the SIPG scheme $(\epsilon=-1)$ and $r, s \geq 2$, there exists a constant $C$ satisfying

$$
\begin{gather*}
\left\|u-\pi_{h} u\right\|_{\mathrm{DG}} \leq C \frac{h^{\mu-1}}{r^{s-2}}\|\mid u\|_{s},  \tag{3.16}\\
\left\|\mid u-\pi_{h} u\right\|_{0} \leq C \frac{h^{\mu}}{r^{s-2}}\|l u\| \|_{s},  \tag{3.17}\\
\left\|u_{t}-\left(\pi_{h} u\right)_{t}\right\|_{\mathrm{DG}} \leq C \frac{h^{\mu-1}}{r^{s-2}}\left(\left.\left\|\left|u\left\|\left.\right|_{s}+\right\|\right| u_{t}\right\|\right|_{s}\right),  \tag{3.18}\\
\left\|\mid u_{t}-\left(\pi_{h} u\right)_{t}\right\| \|_{0} \leq C \frac{h^{\mu}}{r^{s-2}}\left(\left.\left\|\left|u\left\|\left.\right|_{s}+\right\|\right| u_{t}\right\|\right|_{s}\right), \tag{3.19}
\end{gather*}
$$

where $\mu=\min (r+1, s)$.
A straightforward modification of the analysis of Theorem 4.1 in Ref. [21] yields the proof of Lemma 3.7, and we omit the proof.

## IV. EXISTENCE OF A FULLY DISCRETE SOLUTION

The existence of the fully discrete IPDG formulation (2.13) is to find a sequence $\left\{u_{h}^{n}\right\}_{n=0}^{N}$ of functions in $\mathcal{D}_{r}\left(\mathcal{E}_{h}\right)$. We need the following Lemma in Ref. [26] to show the existence of a fully discrete solution $u_{h}^{n+1}$ in (2.13).

Lemma 4.1. Let $X$ be a finite dimensional Hilbert space with scalar product ( $\cdot$, .) and norm $\Gamma \cdot\rceil$ and let $P$ be a continuous mapping from $X$ into itself such that

$$
\begin{equation*}
(P(\xi), \xi)>0, \quad \text { for }\lceil\xi\rceil=K>0, \tag{4.1}
\end{equation*}
$$

then there exists $\bar{\xi} \in X,\lceil\bar{\xi}\rceil \leq K$ such that $P(\bar{\xi})=0$.
Let $M$ be the dimension of $\mathcal{D}_{r}\left(\mathcal{E}_{h}\right)$ corresponding to the number of degrees of freedom (DOF). We choose a basis $\left\{\phi_{i}\right\}_{i=1}^{M}$ of $\mathcal{D}_{r}\left(\mathcal{E}_{h}\right)$ made of polynomials $\phi_{i}^{E_{j}}$ with supp $\phi_{i}^{E_{j}} \subset E_{j}, E_{j} \in \mathcal{E}_{h}$, and degree of $\phi_{i}^{E_{j}}$ less than $r$, for $1 \leq i \leq M, 1 \leq j \leq N_{h}$. Then, thanks to Lemma 4.1, we state and prove the following existence result of a discrete solution $u_{h}^{n}, 0 \leq n \leq N$, of (2.13).

Theorem 4.1. Under the assumptions of Lemma 3.5, and if

$$
\begin{equation*}
\Delta t<\frac{1}{2 L_{f}}, \tag{4.2}
\end{equation*}
$$

then there exists a solution $u_{h}^{n+1} \in \mathcal{D}_{r}\left(\mathcal{E}_{h}\right), 0 \leq n \leq N-1$ of the parabolic equation (2.13) in weak form.

Proof. We first observe that $u_{h}^{0} \in \mathcal{D}_{r}\left(\mathcal{E}_{h}\right)$ by the definition of $u_{h}^{0}$ in (2.14).
To complete the proof, we assume that there exists $u_{h}^{n} \in \mathcal{D}_{r}\left(\mathcal{E}_{h}\right), 0 \leq n \leq l$, solution of the IPDG formulation (2.13). Then, to show the existence of $u_{h}^{n+1} \in \mathcal{D}_{r}\left(\mathcal{E}_{h}\right)$, we consider (2.13) with $n=l$. Aiming to find $u_{h}^{l+1}=\sum_{i=1}^{M} \xi_{i} \phi_{i}$, we set a mapping

$$
\begin{equation*}
P(\xi)=\left(P_{1}(\xi), P_{2}(\xi), \ldots, P_{M}(\xi)\right), \tag{4.3}
\end{equation*}
$$

where

$$
\begin{aligned}
& \xi=\left(\xi_{1}, \xi_{2}, \ldots, \xi_{M}\right)^{T}, \\
& P_{i}(\xi):=\left(\frac{u_{h}^{l+1}-u_{h}^{l}}{\Delta t}, \phi_{i}\right)+A_{\epsilon}\left(u_{h, \theta}^{l} ; u_{h, \theta}^{l}, \phi_{i}\right)-\left(f\left(u_{h, \theta}^{l}\right), \phi_{i}\right), \quad 1 \leq i \leq M .
\end{aligned}
$$

We apply Lemma 4.1 with $X=\mathbb{R}^{M}$ which is equipped with the inner product $(\cdot, \cdot)$ and the $l^{2}$ norm $|\cdot|_{l^{2}}$. Then, we find

$$
\begin{aligned}
(P(\xi), \xi)= & \sum_{i=1}^{M} P_{i}(\xi) \xi_{i} \\
= & \left(\frac{u_{h}^{l+1}-u_{h}^{l}}{\Delta t}, u_{h}^{l+1}\right)+A_{\epsilon}\left(u_{h, \theta}^{l} ; u_{h, \theta}^{l}, u_{h}^{l+1}\right)-\left(f\left(u_{h, \theta}^{l}\right), u_{h}^{l+1}\right) \\
= & \left(\frac{u_{h}^{l+1}-u_{h}^{l}}{\Delta t}, u_{h}^{l+1}\right)-\left(f\left(\frac{1-\theta}{2} u_{h}^{l}+\frac{1+\theta}{2} u_{h}^{l+1}\right), u_{h}^{l+1}\right) \\
& +A_{\epsilon}\left(\frac{1-\theta}{2} u_{h}^{l}+\frac{1+\theta}{2} u_{h}^{l+1} ; \frac{1-\theta}{2} u_{h}^{l}+\frac{1+\theta}{2} u_{h}^{l+1}, u_{h}^{l+1}\right) .
\end{aligned}
$$

Assume that $\left\|u_{h}^{l}\right\|_{\mathrm{DG}}$ is finite. The operator $P$ is continuous, and there remains to check (4.1); for this purpose, we consider the scalar product $(P(\xi), \xi)$. We have

$$
\left(\frac{u_{h}^{l+1}-u_{h}^{l}}{\Delta t}, u_{h}^{l+1}\right)=\frac{1}{2 \Delta t}\left(\left\|\left|u_{h}^{l+1}\left\|\left.\right|_{0} ^{2}-\right\|\right| u_{h}^{l}\right\|\left\|_{0}^{2}+\right\|\left|u_{h}^{l+1}-u_{h}^{l} \|\right|_{0}^{2}\right),
$$

and

$$
\begin{aligned}
A_{\epsilon} & \left(\frac{1-\theta}{2} u_{h}^{l}+\frac{1+\theta}{2} u_{h}^{l+1} ; \frac{1-\theta}{2} u_{h}^{l}+\frac{1+\theta}{2} u_{h}^{l+1}, u_{h}^{l+1}\right) \\
& =\frac{1-\theta}{2} A_{\epsilon}\left(\frac{1-\theta}{2} u_{h}^{l}+\frac{1+\theta}{2} u_{h}^{l+1} ; u_{h}^{l}, u_{h}^{l+1}\right)+\frac{1+\theta}{2} A_{\epsilon}\left(\frac{1-\theta}{2} u_{h}^{l}+\frac{1+\theta}{2} u_{h}^{l+1} ; u_{h}^{l+1}, u_{h}^{l+1}\right) \\
& \geq-\frac{1-\theta}{2} \beta_{0}\left\|u_{h}^{l}\right\|_{\mathrm{DG}}\left\|u_{h}^{l+1}\right\|_{\mathrm{DG}}+\frac{1+\theta}{2} \alpha_{0}\left\|u_{h}^{l+1}\right\|_{\mathrm{DG}}^{2} \\
& \geq \frac{1+\theta}{2} \alpha_{0}\left\|u_{h}^{l+1}\right\|_{\mathrm{DG}}^{2}-\frac{1-\theta}{4} \alpha_{0}\left\|u_{h}^{l+1}\right\|_{\mathrm{DG}}^{2}-\frac{1-\theta}{4 \alpha_{0}} \beta_{0}^{2}\left\|u_{h}^{l}\right\|_{\mathrm{DG}}^{2} \\
& \geq \frac{1+3 \theta}{4} \alpha_{0}\left\|u_{h}^{l+1}\right\|_{\mathrm{DG}}^{2}-\frac{1-\theta}{4 \alpha_{0}} \beta_{0}^{2}\left\|u_{h}^{l}\right\|_{\mathrm{DG}}^{2},
\end{aligned}
$$

where the first inequality is derived by the coercivity (3.11) and the continuity (3.14) and the second inequality holds by the Cauchy-Schwarz inequality. We bound the third term

$$
\begin{aligned}
\left|\left(f\left(\frac{1-\theta}{2} u_{h}^{l}+\frac{1+\theta}{2} u_{h}^{l+1}\right), u_{h}^{l+1}\right)\right| & =\left|\left(f\left(\frac{u_{h}^{l}+u_{h}^{l+1}}{2}+\theta \frac{u_{h}^{l+1}-u_{h}^{l}}{2}\right), u_{h}^{l+1}\right)\right| \\
& \leq L_{f}\| \| \frac{u_{h}^{l}+u_{h}^{l+1}}{2}+\theta \frac{u_{h}^{l+1}-u_{h}^{l}}{2}\left\|I_{0}\right\|\left\|u_{h}^{l+1}\right\| \|_{0} \\
& \leq \frac{L_{f}}{2}\left\|\left|u_{h}^{l+1}\| \|_{0}^{2}+\frac{L_{f}}{8}\left\|\mid u_{h}^{l}+u_{h}^{l+1}+\theta\left(u_{h}^{l}-u_{h}^{l+1}\right)\right\| \|_{0}^{2}\right.\right. \\
& \leq \frac{L_{f}}{2}\left\|\left|u_{h}^{l+1}\| \|_{0}^{2}+\frac{L_{f}}{4}\left\|\left|u_{h}^{l}+u_{h}^{l+1}\| \|_{0}^{2}+\frac{\theta^{2} L_{f}}{4}\left\|\left|u_{h}^{l+1}-u_{h}^{l} \|\right|_{0}^{2}\right.\right.\right.\right.\right. \\
& \left.\leq L_{f}\left\|\left|u_{h}^{l+1}\left\|\left.\right|_{0} ^{2}+\frac{L_{f}}{2}\right\|\right| u_{h}^{l}\right\|\left\|_{0}^{2}+\frac{\theta^{2} L_{f}}{4}\right\| \right\rvert\, u_{h}^{l+1}-u_{h}^{l}\| \|_{0}^{2} \\
& \leq L_{f}\left\|\left|u_{h}^{l+1}\left\|\left.\right|_{0} ^{2}+C_{0}^{2} \frac{L_{f}}{2}\right\| u_{h}^{l}\left\|_{\mathrm{DG}}^{2}+\frac{\theta^{2} L_{f}}{4}\right\| u_{h}^{l+1}-u_{h}^{l}\| \|_{0}^{2} .\right.\right.
\end{aligned}
$$

The last inequality is derived by a generalization of Poincaré inequality to the broken Sobolev space $H^{1}\left(\mathcal{E}_{h}\right)$ (see Ref. [23]). Then, we have

$$
\begin{aligned}
(P(\xi), \xi) \geq & \frac{1}{2 \Delta t}\left(1-2 L_{f} \triangle t\right)\left\|\left|u_{h}^{l+1}\| \|_{0}^{2}+\frac{1}{2 \Delta t}\left(1-\frac{\theta^{2}}{2} L_{f} \triangle t\right)\left\|\mid u_{h}^{l+1}-u_{h}^{l}\right\| \|_{0}^{2}\right.\right. \\
& +\frac{1+3 \theta}{4} \alpha_{0}\left\|u_{h}^{l+1}\right\|_{\mathrm{DG}}^{2}-\left(\frac{\beta_{0}^{2}(1-\theta)}{4 \alpha_{0}}+\frac{C_{0}^{2} L_{f}}{2}+\frac{C_{0}^{2}}{2 \Delta t}\right)\left\|u_{h}^{l}\right\|_{\mathrm{DG}}^{2}
\end{aligned}
$$

Therefore, using the assumption (4.2) gives

$$
\begin{equation*}
(P(\xi), \xi) \geq \frac{1+3 \theta}{4} \alpha_{0}\left\|u_{h}^{l+1}\right\|_{\mathrm{DG}}^{2}-\left(\frac{\beta_{0}^{2}(1-\theta)}{4 \alpha_{0}}+\frac{C_{0}^{2} L_{f}}{2}+\frac{C_{0}^{2}}{2 \Delta t}\right)\left\|u_{h}^{l}\right\|_{\mathrm{DG}}^{2} \tag{4.4}
\end{equation*}
$$

We need to find a suitable $\xi \in \mathbb{R}^{M}$ to make the right hand side of (4.4) positive. To do this, because $u_{h}^{l+1}=\sum_{i=1}^{M} \xi_{i} \phi_{i}$, we set

$$
\xi=\left(\xi_{1}, 0,0, \ldots, 0\right) \in \mathbb{R}^{M}
$$

and write

$$
\left\|u_{h}^{l+1}\right\|_{\mathrm{DG}}=\left\|\xi_{1} \phi_{1}\right\|_{\mathrm{DG}}=\left|\xi_{1}\right|\left\|\phi_{1}\right\|_{\mathrm{DG}} .
$$

Then, we choose $\xi_{1}=K>0$ large enough so that

$$
\frac{1+3 \theta}{4} \alpha_{0} K^{2}-\left(\frac{\beta_{0}^{2}(1-\theta)}{4 \alpha_{0}}+\frac{C_{0}^{2} L_{f}}{2}+\frac{C_{0}^{2}}{2 \Delta t}\right)\left\|u_{h}^{l}\right\|_{\mathrm{DG}}^{2}>0 .
$$

This shows that there exists a vector $\xi \in \mathbb{R}^{M}$ with $|\xi|_{l^{2}}=K>0$ such that $(P(\xi), \xi)>0$. By Lemma 4.1, this implies the existence of $u_{h}^{l+1} \in \mathcal{D}_{r}\left(\mathcal{E}_{h}\right)$, which completes the proof.

## V. NUMERICAL STABILITY OF THE FULLY DISCRETE IPDG SCHEMES

Now, we prove a new stability result for these fully discrete IPDG schemes (2.13) and (2.14).
Theorem 5.1. Under the same assumptions of Lemma 3.5, and let the source term $f$ satisfy the conditions (1.5) and (1.7). If a time step $\triangle$ t satisfies that

$$
\begin{equation*}
\Delta t<\frac{1}{2 L_{f}} \tag{5.1}
\end{equation*}
$$

then numerical solution of the fully discrete problem (2.13) and (2.14) is stable in the following sense:

$$
\begin{align*}
& \left.\left\|\left|u_{h}^{n}\left\|\left.\right|_{0} ^{2} \leq e^{4 L_{f} T}\right\|\right| u_{h}^{0}\right\|\right|_{0} ^{2}, \quad \forall 0 \leq n \leq N  \tag{5.2}\\
& \Delta t \sum_{n=0}^{N-1}\left\|u_{h, \theta}^{n}\right\|_{\mathrm{DG}}^{2} \leq \frac{1}{2 \alpha_{0}} e^{4 L_{f} T}\left\|\left|u_{h}^{0} \|\right|_{0}^{2}, \quad \theta \in[0,1]\right. \tag{5.3}
\end{align*}
$$

Proof. Taking $v=u_{h, \theta}^{n}$ in (2.13), we get

$$
\begin{equation*}
\left(\frac{u_{h}^{n+1}-u_{h}^{n}}{\Delta t}, u_{h, \theta}^{n}\right)+A_{\epsilon}\left(u_{h, \theta}^{n} ; u_{h, \theta}^{n}, u_{h, \theta}^{n}\right)=\left(f\left(u_{h, \theta}^{n}\right), u_{h, \theta}^{n}\right) . \tag{5.4}
\end{equation*}
$$

We recall the following two identities:

$$
\begin{aligned}
& 2(a-b, a)=|a|^{2}-|b|^{2}+|a-b|^{2} \\
& 2(a-b, b)=|a|^{2}-|b|^{2}-|a-b|^{2}
\end{aligned}
$$

Using the two identities, it is easily proved that

$$
\begin{equation*}
\left(\frac{u_{h}^{n+1}-u_{h}^{n}}{\Delta t}, u_{h, \theta}^{n}\right)=\frac{1}{2 \Delta t}\left(\left.\left\|\left|u_{h}^{n+1}\left\|\left.\right|_{0} ^{2}-\right\|\right| u_{h}^{n}\right\|\right|_{0} ^{2}+\theta\left\|\left|u_{h}^{n+1}-u_{h}^{n} \|\right|_{0}^{2}\right) .\right. \tag{5.5}
\end{equation*}
$$

Using (5.5), (3.11) and the Cauchy-Schwarz inequality, we infer from (5.4) that

$$
\begin{equation*}
\frac{1}{2 \triangle t}\left(\left.\left\|\left|u_{h}^{n+1}\left\|\left.\right|_{0} ^{2}-\right\|\right| u_{h}^{n}\right\|\right|_{0} ^{2}+\theta\left\|\left|u_{h}^{n+1}-u_{h}^{n} \|\right|_{0}^{2}\right)+\alpha_{0}\left\|u_{h, \theta}^{n}\right\|_{\mathrm{DG}}^{2} \leq\left.\left\|\left|f\left(u_{h, \theta}^{n}\right)\left\|\left.\right|_{0}\right\|\right| u_{h, \theta}^{n}\right\|\right|_{0}\right. \tag{5.6}
\end{equation*}
$$

On the other hand, using (1.5) and (1.7), we estimate the right hand side of (5.6)

$$
\begin{align*}
\left.\left\|\left|f\left(u_{h, \theta}^{n}\right)\left\|\left.\right|_{0}\right\|\right| u_{h, \theta}^{n}\right\|\right|_{0} & \leq L_{f}\left\|\left|u_{h, \theta}^{n} \|\right|_{0}^{2}\right.  \tag{5.7}\\
& \leq L_{f}\| \| \frac{1+\theta}{2} u_{h}^{n+1}+\frac{1-\theta}{2} u_{h}^{n} \|_{0}^{2} \\
& \leq \frac{L_{f}}{4}\left\|\left|\left(u_{h}^{n+1}+u_{h}^{n}\right)+\theta\left(u_{h}^{n+1}-u_{h}^{n}\right) \|\right|_{0}^{2}\right. \\
& \leq\left.\frac{L_{f}}{2}\left\|\left|u_{h}^{n+1}+u_{h}^{n}\left\|\left.\right|_{0} ^{2}+\frac{\theta^{2}}{2} L_{f}\right\|\right| u_{h}^{n+1}-u_{h}^{n}\right\|\right|_{0} ^{2} \\
& \leq\left. L_{f}\left\|\left|u_{h}^{n+1}\left\|\left.\right|_{0} ^{2}+L_{f}\right\|\right| u_{h}^{n}\right\|\right|_{0} ^{2}+\frac{\theta^{2}}{2} L_{f}\left\|\left|u_{h}^{n+1}-u_{h}^{n} \|\right|_{0}^{2}\right.
\end{align*}
$$

Combining (5.6) and (5.7), after multiplying by $2 \Delta t$ on both sides, we find

$$
\begin{align*}
\left(1-2 L_{f} \Delta t\right)\left\|\left|u_{h}^{n+1} \|\right|_{0}^{2}\right. & +\theta\left(1-\theta L_{f} \Delta t\right)\left\|\mid u_{h}^{n+1}-u_{h}^{n}\right\|\left\|_{0}^{2}+2 \alpha_{0} \Delta t\right\| u_{h, \theta}^{n} \|_{\mathrm{DG}}^{2}  \tag{5.8}\\
& \leq\left(1+2 L_{f} \Delta t\right)\left\|\mid u_{h}^{n}\right\| \|_{0}^{2},
\end{align*}
$$

Due to the assumption that $\Delta t<\frac{1}{2 L_{f}}$, the above inequality (5.8) can be rewritten in the form:

$$
\begin{equation*}
\left\|\left|u_{h}^{n+1}\left\|\left.\right|_{0} ^{2}+A\right\|\right| u_{h}^{n+1}-u_{h}^{n}\right\|_{0}^{2}+B\left\|u_{h, \theta}^{n}\right\|_{\mathrm{DG}}^{2} \leq D\left\|\mid u_{h}^{n}\right\| \|_{0}^{2}, \tag{5.9}
\end{equation*}
$$

where

$$
A=\frac{\theta\left(1-\theta L_{f} \Delta t\right)}{1-2 L_{f} \Delta t}>0, \quad B=\frac{2 \alpha_{0} \Delta t}{1-2 L_{f} \Delta t}>0, \quad D=\frac{1+2 L_{f} \Delta t}{1-2 L_{f} \Delta t}>0 .
$$

Multiplying (5.9) by $D^{-n}$ and summing on $n$ from $n=0$ to $m-1$ for all $0 \leq m \leq N$, we get

$$
\begin{equation*}
D^{-(m-1)}\left\|\left|u_{h}^{m}\| \|_{0}^{2}+\sum_{n=0}^{m-1} A D^{-n}\left\|\mid u_{h}^{n+1}-u_{h}^{n}\right\|\left\|_{0}^{2}+\sum_{n=0}^{m-1} B D^{-n}\right\| u_{h, \theta}^{n}\left\|_{\mathrm{DG}}^{2} \leq D\right\| u_{h}^{0}\| \|_{0}^{2} .\right.\right. \tag{5.10}
\end{equation*}
$$

Because $D>1$, (5.10) gives that

$$
\begin{equation*}
\left\|\left|u_{h}^{m}\left\|\left.\right|_{0} ^{2}+\sum_{n=0}^{m-1} A\right\|\right| u_{h}^{n+1}-u_{h}^{n}\right\|_{0}^{2}+\sum_{n=0}^{m-1} B\left\|u_{h, \theta}^{n}\right\|_{\mathrm{DG}}^{2} \leq D^{N}\left\|\mid u_{h}^{0}\right\| \|_{0}^{2}, \quad \forall 1 \leq m \leq N . \tag{5.11}
\end{equation*}
$$

Due to the fact that $\frac{1+v}{1-v} \leq e^{2 v}, \quad \forall 0<v<1$, we observe that

$$
\begin{equation*}
D^{N}\left\|\left|u_{h}^{0}\| \|_{0}^{2} \leq e^{4 L_{f} N \Delta t}\left\|\left|u_{h}^{0}\| \|_{0}^{2} \leq e^{4 L_{f} T}\left\|\mid u_{h}^{0}\right\| \|_{0}^{2} .\right.\right.\right.\right. \tag{5.12}
\end{equation*}
$$

Combining (5.11) and (5.12), we find that

$$
\begin{align*}
& \left\|\left|u_{h}^{m}\| \|_{0}^{2} \leq e^{4 L_{f} T}\left\|\mid u_{h}^{0}\right\| \|_{0}^{2}, \quad \forall 1 \leq m \leq N,\right.\right.  \tag{5.13}\\
& \sum_{n=0}^{m-1} B\left\|u_{h, \theta}^{n}\right\|_{\mathrm{DG}}^{2} \leq e^{4 L_{f} T}\left\|\mid u_{h}^{0}\right\| \|_{0}^{2}, \quad \forall 1 \leq m \leq N . \tag{5.14}
\end{align*}
$$

The above second inequality follows

$$
\Delta t \sum_{n=0}^{N-1}\left\|u_{h, \theta}^{n}\right\|_{\mathrm{DG}}^{2} \leq \frac{1}{2 \alpha_{0}}\left(1-2 L_{f} \Delta t\right) e^{4 L_{f} T}\left\|\left|u_{h}^{0}\| \|_{0}^{2} \leq \frac{1}{2 \alpha_{0}} e^{4 L_{f} T}\left\|\mid u_{h}^{0}\right\| \|_{0}^{2},\right.\right.
$$

which concludes the theorem.

Remark 5.1. Under the same condition as that in the existence Theorem 4.1, we have proved numerical stability for the fully discrete implicit IPDG methods. Also, the analogous proof can be given for a fully discrete explicit IPDG scheme. If the source term $f=f(x, u)$ is locally Lipschitz continuous in its argument $u$ as in Ref. [27], one can give a similar numerical stability.

## VI. ERROR ESTIMATES OF THE FULLY DISCRETE SIPG SCHEME

In this section, we restrict our attention to the SIPG case. Choosing $\epsilon=-1$ in (2.13) and no constraints on grid sizes and time steps required, we will show an error estimate of the implicit time stepping SIPG method, while the time derivative is discretized in time by the $\theta$ scheme.

Define the fully discrete $l^{\infty}\left(L^{2}\right)$ and $l^{2}\left(H^{1}\right)$ norms

$$
\begin{equation*}
\left\|\left|v_{h}\| \|_{l^{\infty}\left(L^{2}\right)}=\max _{j=0, \ldots, N}\left\|\left|v_{h}^{j}\left\|\left.\right|_{0}, \quad\right\|\right| v_{h}\right\| \|_{l^{2}\left(H^{1}\right)}=\left(\sum_{j=0}^{N-1}\left\|\left|\nabla v_{h}^{j} \|\right|_{0}^{2}\right)^{1 / 2}\right.\right.\right. \tag{6.1}
\end{equation*}
$$

Using the notation (2.12), we set

$$
\begin{equation*}
t_{\theta}^{j}=\frac{1-\theta}{2} t_{j}+\frac{1+\theta}{2} t_{j+1}, \quad 0 \leq \theta \leq 1,0 \leq j \leq N-1 . \tag{6.2}
\end{equation*}
$$

Then, we first give the following lemmas.
Lemma 6.1. For a sufficiently regular $u=u(x, t)$, we consider $\pi_{h} u^{j} \in \mathcal{D}_{r}\left(\mathcal{E}_{h}\right)$ where $\pi_{h} u^{j}=\pi_{h} u\left(t_{j}\right), 0 \leq j \leq N$. Then we have

$$
\begin{equation*}
\frac{\pi_{h} u^{j+1}-\pi_{h} u^{j}}{\Delta t}=\left(\pi_{h} u\right)_{t}\left(t_{\theta}^{j}\right)+\Delta t \rho_{j, \theta}, \quad 0 \leq j \leq N-1, \forall x \in \Omega, \tag{6.3}
\end{equation*}
$$

where for $t^{*} \in\left(t_{\theta}^{j}, t_{j+1}\right), t^{* *} \in\left(t_{j}, t_{\theta}^{j}\right)$,

$$
\begin{aligned}
\rho_{j, \theta}= & \frac{1}{2}\left(\left(\frac{1-\theta}{2}\right)^{2}-\left(\frac{1+\theta}{2}\right)^{2}\right)\left(\pi_{h} u\right)_{t t}\left(t_{\theta}^{j}\right)+\frac{1}{6}\left(\frac{1-\theta}{2}\right)^{3} \Delta t\left(\pi_{h} u\right)_{t t t}\left(t^{*}\right) \\
& +\frac{1}{6}\left(\frac{1+\theta}{2}\right)^{3} \Delta t\left(\pi_{h} u\right)_{t t}\left(t^{* *}\right),
\end{aligned}
$$

and for $s \geq 2$,

$$
\left\|\left|\rho_{j, \theta}\left\|\left.\right|_{0} \leq C_{1}\right\|\right| u_{t t}\right\| \|_{L^{\infty}\left(t_{j}, t_{j+1} ; H^{s}\right)} .
$$

In the case $\theta=0$, we also have

$$
\left\|\left|\rho_{j, \theta}\left\|\left.\right|_{0} \leq C_{2} \Delta t\right\|\right| u_{t t t}\right\| \|_{L^{\infty}\left(t_{j}, t_{j+1} ; H^{s}\right)}, \quad s \geq 2,
$$

where $C_{1}$ and $C_{2}$ are two constants independent of $u, \pi_{h} u, \Delta t$ and $h$.
Proof. By applying the Taylor expansion to $\pi_{h} u$ at $t=t_{\theta}^{j}$, (6.3) easily follows. More results can be found similarly in Ref. [20].

Lemma 6.2. For any edge $e_{k}$ of $\mathcal{F}_{h}$ and any element $E_{k}$ of $\mathcal{E}_{h}, \nabla \pi_{h} u$ in the $L^{\infty}$ norm is bounded by a positive constant $C$ depending on $u$ and independent of $h, \Delta t, r$, and $s$, that is,

$$
\begin{array}{ll}
\left\|\nabla \pi_{h} u(t)\right\|_{\infty, e_{k}}<C, & \forall t \in[0, T], \\
\left\|\nabla \pi_{h} u(t)\right\|_{\infty, E_{k}}<C, & \forall t \in[0, T] . \tag{6.5}
\end{array}
$$

Proof. We consider a given edge $e_{k}=\partial E_{m} \cap \partial E_{n}$ and $E_{m n}=E_{m} \cup E_{n}$, then we have by using Lemmas 3.1-3.3

$$
\begin{align*}
\left\|\nabla \pi_{h} u\right\|_{\infty, e_{k}} & \leq\|\nabla \hat{u}\|_{\infty, e_{k}}+\left\|\nabla\left(\pi_{h} u-\hat{u}\right)\right\|_{\infty, e_{k}} \\
& \leq C\|\nabla u\|_{\infty, E_{m n}}+C h^{-\frac{1}{2}}\left\|\nabla\left(\pi_{h} u-\hat{u}\right)\right\|_{0, e_{k}} \\
& \leq C\|\nabla u\|_{\infty, E_{m n}}+C h^{-\frac{1}{2}}\left(h^{-\frac{1}{2}}\left\|\nabla\left(\pi_{h} u-\hat{u}\right)\right\|_{0, E_{m n}}+h^{\frac{1}{2}}\left\|\nabla^{2}\left(\pi_{h} u-\hat{u}\right)\right\|_{0, E_{m n}}\right) \\
& \leq C\|\nabla u\|_{\infty, E_{m n}}+C h^{-1}\left\|\nabla\left(\pi_{h} u-\hat{u}\right)\right\|_{0, E_{m n}} \\
& \leq C\|\nabla u\|_{\infty, E_{m n}}+\frac{c}{h}\left(\left\|\nabla\left(u-\pi_{h} u\right)\right\|_{0, E_{m n}}+\|\nabla(u-\hat{u})\|_{0, E_{m n}}\right) \\
& \leq C\|\nabla u\|_{\infty, E_{m n}}+\frac{c}{h}\left(\left\|\left|\nabla\left(u-\pi_{h} u\right)\| \|_{0}+\left\||\nabla(u-\hat{u}) \||_{0}\right)\right.\right.\right. \\
& \leq C\|\nabla u\|_{\infty, E_{m n}}+C \frac{h^{\mu-2}}{r^{s-2}}\left\||u \||_{s}\right. \\
& <\infty \tag{6.6}
\end{align*}
$$

which leads to (6.4).
For $u \in H^{2}(\Omega)$, one can bound

$$
\begin{aligned}
\left\|\nabla \pi_{h} u\right\|_{\infty, E_{k}} & \leq\left\|\nabla \pi_{h} u-\nabla u\right\|_{\infty, E_{k}}+\|\nabla u\|_{\infty, E_{k}} \\
& \leq C\left(\operatorname{meas}\left(E_{k}\right)\right)^{-\frac{1}{2}}\left\|\nabla \pi_{h} u-\nabla u\right\|_{0, E_{k}}+\|\nabla u\|_{\infty, E_{k}} \\
& \leq C \frac{h^{\mu-2}}{r^{s-2}}\|u\|\left\|_{s}+\right\| \nabla u \|_{\infty} \\
& <C
\end{aligned}
$$

Consequently, (6.5) is proven.

We now state a priori $l^{\infty}\left(L^{2}\right)$ and $l^{2}\left(H^{1}\right)$ error estimates, which is optimal, for the finite element system (2.13) given by the fully discrete implicit time-stepping DG method. Note that our result below is a generation of Theorem 4.2 in Ref. [21], which is not involved in any time discretization. However, as appears in VIII, the main idea in Refs. [16,21] can be adapted in our current situation.

Theorem 6.1. Let the solution $u$ of the nonlinear parabolic equation (1.1)-(1.3) satisfy the regularity properties

$$
\nabla u \in L^{\infty}(\Omega \times(0, T)), \text { and } \quad u, u_{t} \in L^{\infty}\left(0, T ; H^{s}(\Omega)\right), \quad s \geq 2
$$

In addition, we assume that for $\theta \in(0,1]$,

$$
\frac{\partial^{2} u}{\partial t^{2}} \in L^{\infty}\left(0, T ; H^{s}(\Omega)\right)
$$

and in the case $\theta=0$,

$$
\frac{\partial^{3} u}{\partial t^{3}} \in L^{\infty}\left(0, T ; H^{s}(\Omega)\right)
$$

Moreover, we assume that the initial condition $u_{h}^{0}(x, 0)=\tilde{u}_{0 h} \in \mathcal{D}_{r}\left(\mathcal{E}_{h}\right)$ satisfies

$$
\begin{equation*}
\left\|\left|u_{h}^{0}-\pi_{h} u^{0}\| \|_{0} \leq C \frac{h^{\mu}}{r^{s-2}}\|\mid \psi\| \|_{s}, \quad \mu=\min (r+1, s)\right.\right. \tag{6.7}
\end{equation*}
$$

Under the same assumptions of Theorem 4.1, then $\left\{u_{h}^{j}\right\}_{j=1}^{N}$ the numerical solution of the fully-discrete time SIPG scheme $(\epsilon=-1)$ in (2.13) satisfies

$$
\begin{align*}
& \left\|\left|u_{h}-u\| \|_{l^{\infty}\left(L^{2}\right)}^{2}+h^{2} \Delta t\left\|\mid u_{h}-u\right\| \|_{l^{2}\left(H^{1}\right)}^{2}\right.\right. \\
& \leq  \tag{6.8}\\
& \quad C \frac{h^{2 \mu}}{r^{2 s-4}}\left(\|\mid \psi\| \|_{s}^{2}+\Delta t \sum_{j=0}^{N}\left(\left\|\left|u\left(t_{j}\right)\| \|_{s}^{2}+\left\|\left|u_{t}\left(t_{j}\right) \|\right|_{s}^{2}\right)\right)\right.\right.\right. \\
& \quad+\Delta t^{2} \sum_{j=0}^{N-1} \Delta t\left\|\mid u_{t t}\right\| \|_{L^{\infty}\left(t_{j}, t_{j+1} ; H^{s}\right)}^{2}, \quad 0<\theta \leq 1,
\end{align*}
$$

and

$$
\begin{align*}
& \left\|\left|u_{h}-u\| \|_{l^{\infty}\left(L^{2}\right)}^{2}+h^{2} \Delta t\left\|\mid u_{h}-u\right\| \|_{l^{2}\left(H^{1}\right)}^{2}\right.\right. \\
& \leq  \tag{6.9}\\
& \quad C \frac{h^{2 \mu}}{r^{2 s-4}}\left(\|\mid \psi\| \|_{s}^{2}+\Delta t \sum_{j=0}^{N}\left(\left\|\left|u\left(t_{j}\right)\| \|_{s}^{2}+\left\|\left|u_{t}\left(t_{j}\right) \|\right|_{s}^{2}\right)\right)\right.\right.\right. \\
& \quad+\Delta t^{3} \sum_{j=0}^{N-1} \Delta t\left\|\mid u_{t t t}\right\| \|_{L^{\infty}\left({ }_{(j, t}, t_{j+1} ; H^{s}\right)}^{2}, \quad \theta=0
\end{align*}
$$

where $\mu=\min (r+1, s), r \geq 2$ and $C$ is depending on $u$ and independent of $h, r$, and $\Delta t$.
Remark 6.1. We conclude that in the case $0<\theta \leq 1$, the error is $O\left(\frac{h^{2 \mu}}{r^{2 s-4}}+\Delta t^{2}\right)$, so as to get an optimal convergence order, we need the restriction $\Delta t^{2}=O\left(\frac{h^{2 \mu}}{r^{2 s-4}}\right)$. The similar restriction $\Delta t^{3}=O\left(\frac{h^{2 \mu}}{r^{2 s-4}}\right)$ appears to the other case $\theta=0$. Due to $\mu>1$, so we can choose the case $\Delta t \leq C h^{2}$ numerically.

Remark 6.2. For the fully implicit SIPG schemes, in addition to the regularity setting (1.8), Theorem 6.1 requires the solution $u$ satisfying $u_{t t} \in L^{\infty}\left(0, T ; H^{s}(\Omega)\right)$ and $u_{t t t} \in L^{\infty}\left(0, T ; H^{s}(\Omega)\right)$ corresponding to the cases of $0<\theta \leq 1$ and $\theta=0$, respectively, to assure the temporal accuracy. Compared to the fully implicit SIPG schemes, in the interior of each element, the fully explicit SIPG scheme in Ref. [25] only requires a less smooth solution satisfying $u \in L^{2}\left(0, T ; H^{s}(\Omega)\right)$, $u_{t} \in L^{2}\left(0, T ; H^{s-1}(\Omega)\right)$ and $u_{t t} \in L^{\infty}\left(0, T ; H^{1}(\Omega)\right)$. It appears that the fully implicit schemes need more regularity assumptions in time than the fully explicit one.

TABLE I. Convergence order of the SIPG method (2.13) with Crank-Nicolson discretization in time.

|  | $\\|$ error $\\|_{l^{\infty}\left(L^{2}\right)}$ |  |  |  | $\\|{\text { error } \\|_{L^{2}\left(H^{1}\right)}}$ |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $h$ | $\frac{h}{2}$ | Order |  | $h$ | $\frac{h}{2}$ | Order |
| $r=1$ | $5.78 E-02$ | $1.12 E-02$ | 2.37 |  | $3.62 E-01$ | $1.13 E-01$ | 1.68 |
| $r=2$ | $3.43 E-03$ | $1.92 E-04$ | 4.16 |  | $5.19 E-02$ | $1.31 E-02$ | 1.98 |
| $r=3$ | $3.40 E-04$ | $2.53 E-05$ | 3.75 |  | $1.79 E-02$ | $2.13 E-03$ | 3.07 |
| $r=4$ | $3.89 E-05$ | $1.28 E-06$ | 4.92 |  | $3.67 E-03$ | $1.78 E-04$ | 4.37 |

Here, the mesh size is $h=0.288$ and the time step is $\Delta t=0.0001$.

## VII. NUMERICAL RESULTS

In this section, we present some numerical experiments to illustrate the performance of our fully discrete SIPG methods for nonlinear parabolic equations. We will also show the performance of Euler backward and Crank-Nicolson schemes in the time discretization.

We consider the following nonlinear equation on the domain $\Omega=(0,1)^{2}$

$$
\begin{equation*}
u_{t}-\nabla \cdot\left(u^{2} \nabla u\right)=f(x, u), \quad \text { in } \Omega \times(0, T) \tag{7.1}
\end{equation*}
$$

The exact solution is given by $u=(2+\cos (\pi x) \cos (\pi y)) \exp (-t)$. The initial and boundary conditions and the right-hand side function $f$ can be obtained by using the exact solution. The final time $T=1$ is taken and the penalty parameter $\sigma_{k}$ is uniformly defined by $\sigma_{k}=20(r+1)^{2}$ on each edge.

The error of the solution is evaluated over the domain $\Omega$ in the $L^{2}\left(0, T ; H^{1}(\Omega)\right)$ seminorm

$$
\| \text { error }\left\|_{L^{2}\left(H^{1}\right)}^{2}=\Delta t\right\| \mid u_{h}-u\| \|_{l^{2}\left(H^{1}\right)}^{2}
$$

We use the SIPG method in various quasiuniform meshes for spatial discretization respectively, and the backward Euler and Crank-Nicolson methods for time integration with a uniform time step $\Delta t$. We compute the errors corresponding to the exact solution $u(x ; t)$ in the $l^{\infty}\left(L^{2}\right)$ and $L^{2}\left(0, T ; H^{1}(\Omega)\right)$ norms. Tables I-III demonstrate the errors and order of convergence of the fully discrete schemes, which confirm optimality as shown in Theorem 6.1. Table III shows that convergence order of the numerical solution decreases in the $l^{\infty}\left(L^{2}\right)$ norm and almost keeps invariant in the $L^{2}\left(0, T ; H^{1}(\Omega)\right)$ norm, while $\theta$ increases from 0 to 1 . Figure 1 illustrates that the isolines of the numerical solutions do not have spurious overshoots as the polynomial degree increases.

To weaken the condition of $a(u)$, we consider another analytic solution $u=$ $\sin (\pi x) \sin (\pi y) \exp (-t)$, which satisfies the Neumann boundary condition, but does not satisfy the condition $a(u)>0$ on the boundary. From Tables IV-VI, we observe that these IPDG

TABLE II. Convergence order of the SIPG method (2.13) with Euler backward discretization in time.

|  | $\\|$ error $\\|_{l^{\infty}\left(L^{2}\right)}$ |  |  |  | $\\|{\text { error } \\|_{L^{2}\left(H^{1}\right)}}$ |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $h$ | $\frac{h}{2}$ | Order |  | $h$ | $\frac{h}{2}$ | Order |
| $r=1$ | $5.79 E-02$ | $1.12 E-02$ | 2.37 |  | $3.62 E-01$ | $1.13 E-01$ | 1.68 |
| $r=2$ | $3.45 E-03$ | $2.01 E-04$ | 4.10 |  | $5.19 E-02$ | $1.31 E-02$ | 1.98 |
| $r=3$ | $3.34 E-04$ | $6.91 E-05$ | 2.27 |  | $1.79 E-02$ | $2.13 E-03$ | 3.07 |
| $r=4$ | $7.02 E-05$ | $3.32 E-06$ | 4.40 |  | $3.67 E-03$ | $1.76 E-04$ | 4.38 |

Here the mesh size is $h=0.288$ and the time step is $\Delta t=0.0001$.

TABLE III. Convergence order of the SIPG method (2.13) with $\theta$ schemes in time for second-order polynomial approximation $(r=2)$.

|  | $\\|$ error $_{l_{\infty}{ }_{\left(L^{2}\right)}}$ |  |  |  | $\\|$ error $\\|_{L^{2}\left(H^{1}\right)}$ |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $h$ | $\frac{h}{2}$ | Order |  | $h$ | $\frac{h}{2}$ | Order |
| $\theta=0$ | $3.40 E-03$ | $1.91 E-04$ | 4.15 |  | $5.17 E-02$ | $1.31 E-02$ | 1.98 |
| $\theta=0.1$ | $3.43 E-03$ | $2.02 E-04$ | 4.09 |  | $5.17 E-02$ | $1.31 E-02$ | 1.98 |
| $\theta=0.2$ | $3.45 E-03$ | $2.42 E-04$ | 3.83 |  | $5.18 E-02$ | $1.31 E-02$ | 1.98 |
| $\theta=0.3$ | $3.47 E-03$ | $3.00 E-04$ | 3.53 |  | $5.18 E-02$ | $1.31 E-02$ | 1.98 |
| $\theta=0.4$ | $3.50 E-03$ | $3.66 E-04$ | 3.26 |  | $5.18 E-02$ | $1.31 E-02$ | 1.98 |
| $\theta=0.5$ | $3.52 E-03$ | $4.37 E-04$ | 3.01 |  | $5.18 E-02$ | $1.31 E-02$ | 1.98 |
| $\theta=0.6$ | $3.55 E-03$ | $5.09 E-04$ | 2.80 |  | $5.19 E-02$ | $1.31 E-02$ | 1.99 |
| $\theta=0.7$ | $3.58 E-03$ | $5.83 E-04$ | 2.62 |  | $5.19 E-02$ | $1.31 E-02$ | 1.99 |
| $\theta=0.8$ | $3.61 E-03$ | $6.58 E-04$ | 2.46 |  | $5.19 E-02$ | $1.31 E-02$ | 1.99 |
| $\theta=0.9$ | $3.64 E-03$ | $7.34 E-04$ | 2.31 |  | $5.20 E-02$ | $1.31 E-02$ | 1.99 |
| $\theta=1$ | $3.67 E-03$ | $8.10 E-04$ | 2.18 |  | $5.20 E-02$ | $1.31 E-02$ | 1.99 |

Here, the mesh size is $h=0.288$ and the time step is $\Delta t=0.01$.


FIG. 1. Isolines of the numerical solutions for $P^{1}$ (top left), $P^{2}$ (top right), $P^{3}$ (bottom left), and $P^{4}$ (bottom right) elements on the mesh, SIPG formulation with Crank-Nicolson time discretization. [Color figure can be viewed in this online issue, which is available at wileyonlinelibrary.com.]

TABLE IV. Convergence order of the SIPG method (2.13) with Crank-Nicolson discretization in time.

|  | $\\|$ error $\\|_{l^{( }{ }_{\left(L^{2}\right)}}$ |  |  | $\\|$ error $\\|_{L^{2}\left(H^{1}\right)}$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $h$ | $\frac{h}{2}$ | Order | $h$ | $\frac{h}{2}$ | Order |
| $r=1$ | $4.55 E-02$ | $1.03 E-02$ | 2.14 | $3.44 E-01$ | $1.31 E-01$ | 1.39 |
| $r=2$ | $6.91 E-03$ | $6.50 E-04$ | 3.41 | $1.24 E-01$ | $2.41 E-02$ | 2.36 |
| $r=3$ | $2.56 E-03$ | $1.77 E-04$ | 5.32 | $7.91 E-02$ | $1.22 E-02$ | 2.70 |
| $r=4$ | $4.78 E-04$ | $1.31 E-05$ | 5.19 | $2.78 E-02$ | $1.61 E-03$ | 4.11 |

Here, the mesh size is $h=0.288$ and the time step is $\Delta t=0.001$.
TABLE V. Convergence order of the SIPG method (2.13) with Euler backward discretization in time.

|  | $\\|$ error $\\|_{l^{\infty}\left(L^{2}\right)}$ |  |  | $\\|$ error $\\|_{L^{2}\left(H^{1}\right)}$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $h$ | $\frac{h}{2}$ | Order | $h$ | $\frac{h}{2}$ | Order |
| $r=1$ | $4.55 E-02$ | $1.03 E-02$ | 2.14 | $3.45 E-01$ | $1.32 E-01$ | 1.39 |
| $r=2$ | $6.86 E-03$ | $6.45 E-04$ | 3.41 | $1.24 E-01$ | $2.43 E-02$ | 2.35 |
| $r=3$ | $2.56 E-03$ | $1.88 E-04$ | 3.77 | $7.89 E-02$ | $1.23 E-02$ | 2.68 |
| $r=4$ | $4.94 E-04$ | $1.76 E-05$ | 4.81 | $2.80 E-02$ | $1.61 E-03$ | 4.12 |

Here, the mesh size is $h=0.288$ and the time step is $\Delta t=0.001$.
schemes are convergent and confirm the effectiveness of the fully discrete schemes. Table VI shows that convergence order of the numerical solution decreases in the $l^{\infty}\left(L^{2}\right)$ norm and almost keeps invariant in the $L^{2}\left(0, T ; H^{1}(\Omega)\right)$ norm, while $\theta$ increases from 0 to 1 . In Fig. 2, the approximate solutions do not have spurious overshoots in $P^{1}$ element and appear more smooth on the boundary with increasing polynomial degree $r$.

## VIII. CONCLUSIONS

We have analyzed the fully discrete IPDG method with a class of implicit $\theta$ schemes in time for a class of nonlinear parabolic equations in 1D or 2D. The existence of numerical solutions and

TABLE VI. Convergence order of the SIPG method (2.13) with $\theta$ schemes in time for second-order polynomial approximation $(r=2)$.

|  | $\\|$ error $\\|_{l^{\infty}\left(L^{2}\right)}$ |  |  | $\\|$ error $\\|_{L^{2}\left(H^{1}\right)}$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $h$ | $\frac{h}{2}$ | Order | $h$ | $\frac{h}{2}$ | Order |
| $\theta=0$ | $6.72 E-03$ | $6.53 E-04$ | 3.36 | $1.21 E-01$ | $2.37 E-02$ | 2.35 |
| $\theta=0.1$ | $6.67 E-03$ | $6.49 E-04$ | 3.36 | $1.21 E-01$ | $2.38 E-02$ | 2.35 |
| $\theta=0.2$ | $6.62 E-03$ | $6.56 E-04$ | 3.34 | $1.21 E-01$ | $2.38 E-02$ | 2.35 |
| $\theta=0.3$ | $6.58 E-03$ | $6.90 E-04$ | 3.25 | $1.22 E-01$ | $2.39 E-02$ | 2.35 |
| $\theta=0.4$ | $6.53 E-03$ | $7.76 E-04$ | 3.07 | $1.22 E-01$ | $2.39 E-02$ | 2.35 |
| $\theta=0.5$ | $6.49 E-03$ | 8.95E-04 | 2.86 | $1.22 E-01$ | $2.40 E-02$ | 2.35 |
| $\theta=0.6$ | $6.45 E-03$ | $1.03 E-03$ | 2.65 | $1.23 E-01$ | $2.40 E-02$ | 2.35 |
| $\theta=0.7$ | $6.42 E-03$ | $1.17 E-03$ | 2.46 | $1.23 E-01$ | $2.41 E-02$ | 2.35 |
| $\theta=0.8$ | $6.38 E-03$ | $1.31 E-03$ | 2.28 | $1.23 E-01$ | $2.42 E-02$ | 2.35 |
| $\theta=0.9$ | $6.34 E-03$ | $1.46 E-03$ | 2.12 | $1.23 E-01$ | $2.42 E-02$ | 2.35 |
| $\theta=1$ | $6.31 E-03$ | $1.61 E-03$ | 1.97 | $1.24 E-01$ | $2.43 E-02$ | 2.34 |

Here, the mesh size is $h=0.288$ and the time step is $\Delta t=0.01$.
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FIG. 2. Isolines of the numerical solutions for $P^{1}$ (top left), $P^{2}$ (top right), $P^{3}$ (bottom left), and $P^{4}$ (bottom right) elements on the mesh, SIPG formulation with Crank-Nicolson time discretization. [Color figure can be viewed in this online issue, which is available at wileyonlinelibrary.com.]
the numerical stability of these fully discrete IPDG schemes are proven, and they have the same restricted condition in time step. It is interesting that the stability condition is not associated with the mesh size. Using a nonlinear elliptic projection and the interpolant approximation for the SIPG scheme, we have proved a priori error estimates in the discrete $l^{2}\left(H^{1}\right)$ seminorm and in the $l^{\infty}\left(L^{2}\right)$ norm, which are optimal in $h$. The numerical results have confirmed the presented theory. The approximation spaces are considered on a quasiuniform triangular mesh, but our results can be extended to quadrilateral meshes. Analogously, error estimates and stability analysis can also be carried out in 3D.

## APPENDIX: PROOF OF THEOREM 6.1

Proof. To this end, we proceed in the following steps.
Step 1 (representation of an identity for $\pi_{h} u^{j}-u_{h}^{j}$ ).
For $n=j$, we write (2.13) in an equivalent form

$$
\begin{equation*}
\left(\frac{u_{h}^{j+1}-u_{h}^{j}}{\Delta t}, v\right)+A_{-1, \lambda}\left(u_{h, \theta}^{j} ; u_{h, \theta}^{j}, v\right)=\left(f\left(u_{h, \theta}^{j}\right), v\right)+\lambda\left(u_{h, \theta}^{j}, v\right), \quad \forall v \in \mathcal{D}_{r}\left(\mathcal{E}_{h}\right) . \tag{A.1}
\end{equation*}
$$

At $t=t_{\theta}^{j}$, defined by (6.2), we notice that the exact solution $u\left(t_{\theta}^{j}\right)$ satisfies that $\forall v \in \mathcal{D}_{r}\left(\mathcal{E}_{h}\right)$,

$$
\begin{equation*}
\left(\frac{\partial u\left(t_{\theta}^{j}\right)}{\partial t}, v\right)+A_{-1, \lambda}\left(u\left(t_{\theta}^{j}\right) ; u\left(t_{\theta}^{j}\right), v\right)=\left(f\left(u\left(t_{\theta}^{j}\right)\right), v\right)+\lambda\left(u\left(t_{\theta}^{j}\right), v\right) . \tag{A.2}
\end{equation*}
$$

Subtracting (A.1) from (A.2), we find

$$
\begin{align*}
& \left(\frac{\partial u\left(t_{\theta}^{j}\right)}{\partial t}, v\right)+A_{-1, \lambda}\left(u\left(t_{\theta}^{j}\right) ; u\left(t_{\theta}^{j}\right), v\right)-A_{-1, \lambda}\left(u_{h, \theta}^{j} ; u_{h, \theta}^{j}, v\right)-\left(\frac{u_{h}^{j+1}-u_{h}^{j}}{\Delta t}, v\right)  \tag{A.3}\\
& =\left(f\left(u\left(t_{\theta}^{j}\right)\right)-f\left(u_{h, \theta}^{j}\right), v\right)+\lambda\left(u\left(t_{\theta}^{j}\right)-u_{h, \theta}^{j}, v\right), \quad \forall v \in \mathcal{D}_{r}\left(\mathcal{E}_{h}\right) .
\end{align*}
$$

By taking $\hat{u} \in \mathcal{D}_{r}\left(\mathcal{E}_{h}\right)$ as an interpolant of $u$, which satisfies Lemma 3.1, we define

$$
\eta_{\theta}^{j}=u\left(t_{\theta}^{j}\right)-\pi_{h} u\left(t_{\theta}^{j}\right), \quad \beta_{\theta}^{j}=\pi_{h} u\left(t_{\theta}^{j}\right)-\hat{u}_{\theta}^{j}, \quad \xi_{\theta}^{j}=\pi_{h} u\left(t_{\theta}^{j}\right)-u_{h, \theta}^{j} .
$$

We also write $\xi^{j}=\pi_{h} u^{j}-u_{h}^{j}$. Then, it follows from (A.3)

$$
\begin{align*}
& \left(\frac{\xi^{j+1}-\xi^{j}}{\Delta t}, v\right)+A_{-1, \lambda}\left(u_{h, \theta}^{j} ; \xi_{\theta}^{j}, v\right) \\
& =\left(\frac{\pi_{h} u^{j+1}-\pi_{h} u^{j}}{\Delta t}-u_{t}\left(t_{\theta}^{j}\right), v\right)+A_{-1, \lambda}\left(u_{h, \theta}^{j} ; \pi_{h} u\left(t_{\theta}^{j}\right), v\right)-A_{-1, \lambda}\left(u\left(t_{\theta}^{j}\right) ; u\left(t_{\theta}^{j}\right), v\right)  \tag{A.4}\\
& \quad+\left(f\left(u\left(t_{\theta}^{j}\right)\right)-f\left(u_{h, \theta}^{j}\right), v\right)+\lambda\left(u\left(t_{\theta}^{j}\right)-u_{h, \theta}^{j}, v\right) .
\end{align*}
$$

Thanks to Lemma 6.1, it is easy to see that

$$
\begin{equation*}
\frac{\pi_{h} u^{j+1}-\pi_{h} u^{j}}{\Delta t}-u_{t}\left(t_{\theta}^{j}\right)=\left(\pi_{h} u\right)_{t}\left(t_{\theta}^{j}\right)-u_{t}\left(t_{\theta}^{j}\right)+\Delta t \rho_{j, \theta}=-\left(\eta_{t}\right)_{\theta}^{j}+\Delta t \rho_{j, \theta} . \tag{A.5}
\end{equation*}
$$

Moreover, using (3.15) and the identity that $A_{-1, \lambda}\left(u\left(t_{\theta}^{j}\right) ; \eta_{\theta}^{j}, v\right)=0$, we get

$$
\begin{align*}
& A_{-1, \lambda}\left(u_{h, \theta}^{j} ; \pi_{h} u\left(t_{\theta}^{j}\right), v\right)-A_{-1, \lambda}\left(u\left(t_{\theta}^{j}\right) ; u\left(t_{\theta}^{j}\right), v\right) \\
&= \sum_{k=1}^{N_{h}} \int_{E_{k}}\left(a\left(u_{h, \theta}^{j}\right)-a\left(u\left(t_{\theta}^{j}\right)\right)\right) \nabla \pi_{h} u\left(t_{\theta}^{j}\right) \nabla v d x \\
&-\sum_{k=1}^{P_{h}} \int_{e_{k}}\left\{\left(a\left(u_{h, \theta}^{j}\right)-a\left(u\left(t_{\theta}^{j}\right)\right)\right) \nabla \pi_{h} u\left(t_{\theta}^{j}\right) \cdot \mathbf{n}_{k}\right\}[v] d s  \tag{A.6}\\
&-\sum_{k=1}^{P_{h}} \int_{e_{k}}\left\{\left(a\left(u_{h, \theta}^{j}\right)-a\left(u\left(t_{\theta}^{j}\right)\right)\right) \nabla v \cdot \mathbf{n}_{k}\right\}\left[\pi_{h} u\left(t_{\theta}^{j}\right)\right] d s .
\end{align*}
$$

Substituting (A.5) and (A.6) into (A.4), and taking $v=\xi_{\theta}^{j}$, we obtain

$$
\begin{align*}
& \left(\frac{\xi^{j+1}-\xi^{j}}{\Delta t}, \xi_{\theta}^{j}\right)+A_{-1, \lambda}\left(u_{h, \theta}^{j} ; \xi_{\theta}^{j}, \xi_{\theta}^{j}\right) \\
& =\left(-\left(\eta_{t}\right)_{\theta}^{j}, \xi_{\theta}^{j}\right)+\sum_{k=1}^{N_{h}} \int_{E_{k}}\left(a\left(u_{h, \theta}^{j}\right)-a\left(u\left(t_{\theta}^{j}\right)\right)\right) \nabla \pi_{h} u\left(t_{\theta}^{j}\right) \nabla \xi_{\theta}^{j} d x \\
& \quad-\sum_{k=1}^{P_{h}} \int_{e_{k}}\left\{\left(a\left(u_{h, \theta}^{j}\right)-a\left(u\left(t_{\theta}^{j}\right)\right)\right) \nabla \pi_{h} u\left(t_{\theta}^{j}\right) \cdot \mathbf{n}_{k}\right\}\left[\xi_{\theta}^{j}\right] d s  \tag{A.7}\\
& \quad-\sum_{k=1}^{P_{h}} \int_{e_{k}}\left\{\left(a\left(u_{h, \theta}^{j}\right)-a\left(u\left(t_{\theta}^{j}\right)\right)\right) \nabla \xi_{\theta}^{j} \cdot \mathbf{n}_{k}\right\}\left[\pi_{h} u\left(t_{\theta}^{j}\right)\right] d s \\
& \quad+\left(f\left(u\left(t_{\theta}^{j}\right)\right)-f\left(u_{h, \theta}^{j}\right), \xi_{\theta}^{j}\right)+\lambda\left(u\left(t_{\theta}^{j}\right)-u_{h, \theta}^{j}, \xi_{\theta}^{j}\right)+\Delta t\left(\rho_{j, \theta}, \xi_{\theta}^{j}\right) \\
& \equiv \\
& I_{1}+I_{2}+I_{3}+I_{4}+I_{5}+I_{6}+I_{7} .
\end{align*}
$$

Step 2 (estimates on $I_{i}, 1 \leq i \leq 7$ ). Now, we derive the bounds for each $I_{i}, 1 \leq i \leq 7$. We bound the first term $I_{1}$ by the Cauchy-Schwarz inequality

$$
\begin{equation*}
\left|I_{1}\right|=\left|\left(-\left(\eta_{t}\right)_{\theta}^{j}, \xi_{\theta}^{j}\right)\right| \leq\left\|\mid\left(\eta_{t}\right)_{\theta}^{j}\right\| I_{0}\| \| \xi_{\theta}^{j}\| \|_{0} \leq C\left(\left.\left\|\left|\left(\eta_{t}\right)_{\theta}^{j}\left\|\left.\right|_{0} ^{2}+\right\|\right| \xi_{\theta}^{j}\right\|\right|_{0} ^{2}\right) \tag{A.8}
\end{equation*}
$$

Using (6.5), we estimate the term $I_{2}$ :

$$
\begin{align*}
\left|I_{2}\right| & \leq C \sum_{k=1}^{N_{h}} \int_{E_{k}}\left|u_{h, \theta}^{j}-u\left(t_{\theta}^{j}\right) \| \nabla \pi_{h} u\left(t_{\theta}^{j}\right) \cdot \nabla \xi_{\theta}^{j}\right| d x \\
& \leq C\left\|\nabla \pi_{h} u\left(t_{\theta}^{j}\right)\right\|_{\infty, \mathcal{E}_{h}} \sum_{k=1}^{N_{h}}\left(\left\|\eta_{\theta}^{j}\right\|_{0, E_{k}}+\left\|\xi_{\theta}^{j}\right\|_{0, E_{k}}\right)\left\|\nabla \xi_{\theta}^{j}\right\|_{0, E_{k}}  \tag{A.9}\\
& \leq C\left(\left\|\left|\eta_{\theta}^{j}\| \|_{0}^{2}+\left\|\mid \xi_{\theta}^{j}\right\| \|_{0}^{2}\right)+\alpha\right\| \mid \nabla \xi_{\theta}^{j}\| \|_{0}^{2} .\right.
\end{align*}
$$

To deal with $I_{3}$, we consider a given edge $e_{k}=\partial E_{m} \cap \partial E_{n}$ and $E_{m n}=E_{m} \cup E_{n}$. Then using (1.4) and (6.4), we first notice that

$$
\begin{align*}
& \left|\int_{e_{k}}\left\{\left(a\left(u_{h, \theta}^{j}\right)-a\left(u\left(t_{\theta}^{j}\right)\right)\right) \nabla \pi_{h} u\left(t_{\theta}^{j}\right) \cdot \mathbf{n}_{k}\right\}\left[\xi_{\theta}^{j}\right] d s\right| \\
& \leq C\left\|\nabla \pi_{h} u\left(t_{\theta}^{j}\right)\right\|_{\infty, e_{k}}\left\|\left\{u\left(t_{\theta}^{j}\right)-u_{h, \theta}^{j}\right\}\right\|_{0, e_{k}}\left\|\left[\xi_{\theta}^{j}\right]\right\|_{0, e_{k}} \\
& \leq C\left(\left\|\left\{\eta_{\theta}^{j}\right\}\right\|_{0, e_{k}}+\left\|\left\{\xi_{\theta}^{j}\right\}\right\|_{0, e_{k}}\right)\left\|\left[\xi_{\theta}^{j}\right]\right\|_{0, e_{k}}  \tag{A.10}\\
& \leq \alpha \frac{\sigma_{k}}{\left|e_{k}\right|}\left\|\left[\xi_{\theta}^{j}\right]\right\|_{0, e_{k}}^{2}+C\left(\left\|\eta_{\theta}^{j}\right\|_{0, E_{m n}}^{2}+h^{2}\left\|\nabla \eta_{\theta}^{j}\right\|_{0, E_{m n}}^{2}+\left\|\xi_{\theta}^{j}\right\|_{0, E_{m n}}^{2}\right),
\end{align*}
$$

and hence, a bound of the third term $I_{3}$ follows:

$$
\begin{align*}
\left|I_{3}\right| & =\left|\sum_{k=1}^{P_{h}} \int_{e_{k}}\left\{\left(a\left(u_{h, \theta}^{j}\right)-a\left(u\left(t_{\theta}^{j}\right)\right)\right) \nabla \pi_{h} u\left(t_{\theta}^{j}\right) \cdot \mathbf{n}_{k}\right\}\left[\xi_{\theta}^{j}\right] d s\right| \\
& \leq \alpha J_{0}^{\sigma}\left(\xi_{\theta}^{j}, \xi_{\theta}^{j}\right)+C \sum_{k=1}^{N_{h}}\left(\left\|\eta_{\theta}^{j}\right\|_{0, E_{m n}}^{2}+h^{2}\left\|\nabla \eta_{\theta}^{j}\right\|_{0, E_{m n}}^{2}+\left\|\xi_{\theta}^{j}\right\|_{0, E_{m n}}^{2}\right)  \tag{A.11}\\
& \leq \alpha\left\|\xi_{\theta}^{j}\right\|_{\mathrm{DG}}^{2}+C\left(\left\|\left|\eta_{\theta}^{j}\| \|_{0}^{2}+h^{2}\left\|\left|\nabla \eta_{\theta}^{j}\| \|_{0}^{2}+\left\|\mid \xi_{\theta}^{j}\right\| \|_{0}^{2}\right) .\right.\right.\right.\right.
\end{align*}
$$

To estimate $I_{4}$, we observe that

$$
\begin{align*}
& \left|\int_{e_{k}}\left\{\left(a\left(u_{h, \theta}^{j}\right)-a\left(u\left(t_{\theta}^{j}\right)\right)\right) \nabla \xi_{\theta}^{j} \cdot \mathbf{n}_{k}\right\}\left[\eta_{\theta}^{j}\right] d s\right| \\
& \leq C\left\|\nabla \xi_{\theta}^{j}\right\|_{\infty, e_{k}}\left\|\left\{u_{h, \theta}^{j}-u\left(t_{\theta}^{j}\right)\right\}\right\|_{0, e_{k}}\left\|\left[\eta_{\theta}^{j}\right]\right\|_{0, e_{k}} \\
& \leq C h^{-\frac{1}{2}}\left\|\nabla \xi_{\theta}^{j}\right\|_{0, e_{k}}\left(\left\|\left\{\eta_{\theta}^{j}\right\}\right\|_{0, e_{k}}+\left\|\left\{\xi_{\theta}^{j}\right\}\right\|_{0, e_{k}}\right)\left(h^{-\frac{1}{2}}\left\|\eta_{\theta}^{j}\right\|_{0, E_{m n}}+h^{\frac{1}{2}}\left\|\nabla \eta_{\theta}^{j}\right\|_{0, E_{m n}}\right) \\
& \leq C h^{-1}\left\|\nabla \xi_{\theta}^{j}\right\|_{0, e_{k}}\left(h^{-\frac{1}{2}}\left\|\eta_{\theta}^{j}\right\|_{0, E_{m n}}+h^{\frac{1}{2}}\left\|\nabla \eta_{\theta}^{j}\right\|_{0, E_{m n}}+h^{-\frac{1}{2}}\left\|\xi_{\theta}^{j}\right\|_{0, E_{m n}}\right) \\
& \quad \times\left(\left\|\eta_{\theta}^{j}\right\|_{0, E_{m n}}+h\left\|\nabla \eta_{\theta}^{j}\right\|_{0, E_{m n}}\right)  \tag{A.12}\\
& \leq C h^{-\frac{3}{2}}\left\|\nabla \xi_{\theta}^{j}\right\|_{0, e_{k}}\left(\left\|\eta_{\theta}^{j}\right\|_{0, E_{m n}}+h\left\|\nabla \eta_{\theta}^{j}\right\|_{0, E_{m n}}+\left\|\xi_{\theta}^{j}\right\|_{0, E_{m n}}\right) \\
& \quad \times\left(\left\|\left|\eta_{\theta}^{j}\| \|_{0}+h\left\|\mid \nabla \eta_{\theta}^{j}\right\| \|_{0}\right)\right.\right. \\
& \leq C h^{-2}\left\|\nabla \xi_{\theta}^{j}\right\|_{0, E_{m n}}\left(\left\|\eta_{\theta}^{j}\right\|_{0, E_{m n}}+h\left\|\nabla \eta_{\theta}^{j}\right\|_{0, E_{m n}}+\left\|\xi_{\theta}^{j}\right\|_{0, E_{m n}}\right) h^{2}\left\|\mid u\left(t_{\theta}^{j}\right)\right\| \|_{2} \\
& \leq C\left\|\nabla \xi_{\theta}^{j}\right\|_{0, E_{m n}}\left(\left\|\eta_{\theta}^{j}\right\|_{0, E_{m n}}+h\left\|\nabla \eta_{\theta}^{j}\right\|_{0, E_{m n}}+\left\|\xi_{\theta}^{j}\right\|_{0, E_{m n}}\right),
\end{align*}
$$

and thus, we get the bound of the fourth term $I_{4}$

$$
\begin{align*}
\left|I_{4}\right| & =\left|\sum_{k=1}^{P_{h}} \int_{e_{k}}\left\{\left(a\left(u_{h, \theta}^{j}\right)-a\left(u\left(t_{\theta}^{j}\right)\right)\right) \nabla \xi_{\theta}^{j} \cdot \mathbf{n}_{k}\right\}\left[\eta_{\theta}^{j}\right] d s\right|  \tag{A.13}\\
& \leq \alpha\left\|\xi_{\theta}^{j}\right\|_{\mathrm{DG}}^{2}+C\left(\left\|\eta_{\theta}^{j}\right\|_{0}^{2}+h^{2}\left\|\nabla \eta_{\theta}^{j}\right\|_{0}^{2}+\left\|\xi_{\theta}^{j}\right\|_{0}^{2}\right) .
\end{align*}
$$

The terms $I_{5}, I_{6}, I_{7}$ are easy to estimate:

$$
\begin{align*}
& \left|I_{5}\right|=\left|\left(f\left(u\left(t_{\theta}^{j}\right)\right)-f\left(u_{h, \theta}^{j}\right), \xi_{\theta}^{j}\right)\right| \leq C\left\|\mid u\left(t_{\theta}^{j}\right)-u_{h, \theta}^{j}\right\| I_{0}\| \| \xi_{\theta}^{j} \| I_{0} \leq C\left(\left\|\mid \eta_{\theta}^{j}\right\|\left\|_{0}^{2}+\right\|\left\|\xi_{\theta}^{j}\right\| \|_{0}^{2}\right) .  \tag{A.14}\\
& \left|I_{6}\right|=\left|\lambda\left(u\left(t_{\theta}^{j}\right)-u_{h, \theta}^{j}, \xi_{\theta}^{j}\right)\right| \leq C\left\|\mid u\left(t_{\theta}^{j}\right)-u_{h, \theta}^{j}\right\| I_{0}\| \| \xi_{\theta}^{j} \| I_{0} \leq C\left(\left\|\mid \eta_{\theta}^{j}\right\|\left\|_{0}^{2}+\right\| \xi_{\theta}^{j}\| \|_{0}^{2}\right) .  \tag{A.15}\\
& \left|I_{7}\right|=\left|\Delta t\left(\rho_{j, \theta}, \xi_{\theta}^{j}\right)\right| \leq C\left(\Delta t ^ { 2 } \left\|\left|\rho_{j, \theta}\| \|_{0}^{2}+\left\|\mid \xi_{\theta}^{j}\right\| \|_{0}^{2}\right) .\right.\right. \tag{A.16}
\end{align*}
$$

Step 3 (summing up). To make the estimates on $I_{i}, 1 \leq i \leq 7$ useful, we first notice the following inequality holds true:

$$
\frac{1}{2 \Delta t}\left(\left\|\left|\xi^{j+1}\| \|_{0}^{2}-\left\|\left|\xi^{j} \|\right|_{0}^{2}\right) \leq\left(\frac{\xi^{j+1}-\xi^{j}}{\Delta t}, \xi_{\theta}^{j}\right)\right.\right.\right.
$$

Then, using the bounds of $I_{1}, I_{2}, \ldots, I_{7}$ and the coercivity (3.12) of $A_{-1, \lambda}$, we obtain from (A.7)

$$
\begin{align*}
& \frac{1}{2 \Delta t}\left(\left.\left\|\left|\xi^{j+1}\left\|\left.\right|_{0} ^{2}-\right\|\right| \xi^{j}\right\|\right|_{0} ^{2}\right)+\kappa\left\|\xi_{\theta}^{j}\right\|_{\mathrm{DG}}^{2} \\
& \leq C\left(\left.\left\|\left|\left(\eta_{t}\right)_{\theta}^{j}\left\|\left.\right|_{0} ^{2}+\right\|\right| \xi_{\theta}^{j}\right\|\right|_{0} ^{2}+\left.\left\|\left|\eta_{\theta}^{j}\left\|\left.\right|_{0} ^{2}+h^{2}\right\|\right| \nabla \eta_{\theta}^{j}\right\|\right|_{0} ^{2}+\Delta t^{2}\left\|\left|\rho_{j, \theta} \|\right|_{0}^{2}\right)\right.  \tag{A.17}\\
& \quad+\alpha\left(\left.\left\|\left|\nabla \xi_{\theta}^{j}\left\|\left.\right|_{0} ^{2}+\right\|\right| \xi_{\theta}^{j}\right\|\right|_{0} ^{2}+\left\|\xi_{\theta}^{j}\right\|_{\mathrm{DG}}^{2}\right)
\end{align*}
$$

By using the definition of $\|\cdot\|_{\mathrm{DG}}$, we infer from (A.17) that

$$
\begin{align*}
& \frac{1}{2 \triangle t}\left(\left.\left\|\left|\xi^{j+1}\left\|\left.\right|_{0} ^{2}-\right\|\right| \xi^{j}\right\|\right|_{0} ^{2}\right)+\frac{\kappa}{2}\left\|\xi_{\theta}^{j}\right\|_{\mathrm{DG}}^{2}  \tag{A.18}\\
& \leq C\left(\left.\left\|\left|\left(\eta_{t}\right)_{\theta}^{j}\left\|\left.\right|_{0} ^{2}+\right\|\right| \xi_{\theta}^{j}\right\|\right|_{0} ^{2}+\left.\left\|\left|\eta_{\theta}^{j}\left\|\left.\right|_{0} ^{2}+h^{2}\right\|\right| \nabla \eta_{\theta}^{j}\right\|\right|_{0} ^{2}+\Delta t^{2}\left\|\left|\rho_{j, \theta} \|\right|_{0}^{2}\right)\right.
\end{align*}
$$

for a sufficiently small $\alpha$.
Multiplying (A.18) by $2 \triangle t$ and summing up for $j=0, \ldots, m-1, \forall 1 \leq m \leq N$, we find

$$
\begin{align*}
& \left.\left\|\left|\xi^{m}\left\|\left.\right|_{0} ^{2}-\right\|\right| \xi^{0}\right\|\right|_{0} ^{2}+\Delta t \kappa \sum_{j=0}^{m-1}\left\|\left|\nabla \xi_{\theta}^{j} \|\right|_{0}^{2}\right. \\
& \leq C \Delta t \sum_{j=0}^{m}\left\|\left|\xi^{j} \|\right|_{0}^{2}+C \Delta t \sum_{j=0}^{m-1}\left(\left.\left\|\left|\left(\eta_{t}\right)_{\theta}^{j}\left\|\left.\right|_{0} ^{2}+\right\|\right| \eta^{j}\right\|\right|_{0} ^{2}+h^{2}\left\|\left|\nabla \eta^{j} \|\right|_{0}^{2}\right)\right.\right.  \tag{A.19}\\
& \quad+C \triangle t^{3} \sum_{j=0}^{m-1}\left\|\left|\rho_{j, \theta} \|\right|_{0}^{2}, \quad \forall 1 \leq m \leq N\right.
\end{align*}
$$

By discrete Gronwall's lemma, we find that, for sufficiently small $\Delta t$,

$$
\begin{align*}
& \left.\left\|\left|\xi^{m}\left\|\left.\right|_{0} ^{2}+C \Delta t \sum_{j=0}^{m-1}\right\|\right| \nabla \xi_{\theta}^{j}\right\|\right|_{0} ^{2} \\
& \leq C\left\|\left|\xi^{0} \|\right|_{0}^{2}+C \Delta t \sum_{j=0}^{m-1}\left(\left.\left\|\left|\left(\eta_{t}\right)_{\theta}^{j}\left\|\left.\right|_{0} ^{2}+\right\|\right| \eta^{j}\right\|\right|_{0} ^{2}+h^{2}\left\|\left|\nabla \eta^{j} \|\right|_{0}^{2}\right)\right.\right.  \tag{A.20}\\
& \quad+C \triangle t^{3} \sum_{j=0}^{m-1}\left\|\left|\rho_{j, \theta} \|\right|_{0}^{2}\right.
\end{align*}
$$

Under the assumption (6.7), we obtain, for $\theta \in(0,1]$, that

$$
\begin{align*}
& \left\|\left|\xi^{m}\left\|\left.\right|_{0} ^{2}+C \Delta t \sum_{j=0}^{m-1}\right\|\right| \nabla \xi_{\theta}^{j}\right\| \|_{0}^{2} \\
& \leq C \frac{h^{2 \mu}}{r^{2 s-4}}\| \| \psi \|\left.\right|_{s} ^{2}+C \frac{h^{2 \mu}}{r^{2 s-4}} \Delta t \sum_{j=0}^{m}\left(\left\|\left|u\left(t_{j}\right)\left\|\left.\right|_{s} ^{2}+\right\|\right| u_{t}\left(t_{j}\right)\right\| \|_{s}^{2}\right)  \tag{A.21}\\
& \quad+C \Delta t^{2} \sum_{j=0}^{m-1} \Delta t\left\|\mid u_{t t}\right\| \|_{L^{\infty}\left(t_{j}, t_{j+1} ; H^{s}\right)}^{2}, \quad \forall 1 \leq m \leq N,
\end{align*}
$$

and, in the case $\theta=0$,

$$
\begin{align*}
\left\|\left|\xi^{m}\left\|\left.\right|_{0} ^{2}+C \Delta t \sum_{j=0}^{m-1}\right\|\right| \nabla \xi_{\theta}^{j}\right\| \|_{0}^{2} \leq & C \frac{h^{2 \mu}}{r^{2 s-4}}\left\||\psi \||_{s}^{2}+C \frac{h^{2 \mu}}{r^{2 s-4}} \Delta t \sum_{j=0}^{m}\left(\| \| u\left(t_{j}\right)\left\|\left.\right|_{s} ^{2}+\right\|\left|u_{t}\left(t_{j}\right) \|\right|_{s}^{2}\right)\right. \\
& +C \Delta t^{3} \sum_{j=0}^{m-1} \Delta t\left\|\left|u_{t t \|} \|\right|_{L^{\infty}\left(t_{j}, t_{j+1} ; H^{s}\right)}^{2}, \quad \forall 1 \leq m \leq N .\right. \tag{A.22}
\end{align*}
$$

Inequalities (A.21) and (A.22) conclude the proof with the use of Lemma 3.7.

## References

1. W. H. Reed and T. R. Hill, Triangular mesh methods for neutron transport equation, Technical Report LA-UR-73-479, Los Alamos Scientific Laboratory, 1973.
2. M. F. Wheeler, A priori $L_{2}$ error estimates for Galerkin approximations to parabolic partial differential equations, SIAM J Numer Anal 10 (1973), 723-759.
3. M. F. Wheeler, An elliptic collocation-finite element method with interior penalties, SIAM J Numer Anal 15 (1978), 152-161.
4. B. Cockburn and B. Dong, An analysis of the minimal dissipation local discontinuous Galerkin method for convection-diffusion problems, J Sci Comput 32 (2007), 233-262.
5. B. Cockburn, J. Guzmán, and H. Wang, Superconvergent discontinuous Galerkin methods for second-order elliptic problems, Math Comput 78 (2009), 1-24.
6. J. Gopalakrishnan and G. Kanschat, A multilevel discontinuous Galerkin method, Numer Math 95 (2003), 527-550.
7. S. Kaya and B. Rivière, A discontinuous subgrid eddy viscosity method for the time-dependent Navier-Stokes equations, SIAM J Numer Anal 43 (2005), 1572-1595.
8. S. Sun and M. F. Wheeler, Symmetric and nonsymmetric discontinuous Galerkin methods for reactive transport in porous media, SIAM J Numer Anal 43 (2005), 195-219.
9. P. Castillo, B. Cockburn, I. Perugia, and D. Schötzau, An a priori error analysis of the local discontinuous Galerkin method for elliptic problems, SIAM J Numer Anal 38 (2000), 1676-1706.
10. J. Douglas and T. Dupont, Interior penalty procedures for elliptic and parabolic Galerkin methods, Lecture Notes Phys 58 (1976), 207-216.
11. J. T. Oden, I. Babuška, and C. E. Baumann, A discontinuous $h p$ finite element method for diffusion problems, J Comput Phys 146 (1998), 491-519.
12. B. Rivière, M. F. Wheeler, and V. Girault, A priori error estimates for finite element methods based on discontinuous approximation spaces for elliptic problems, SIAM J Numer Anal 39 (2001), 902-931.
13. K. Brix, M. Campos Pinto, and W. Dahmen, A multilevel preconditioner for the interior penalty discontinuous Galerkin method, SIAM J Num Anal 46 (2008), 2742-2768.
14. X. Feng and O. A. Karakashian, Two-level additive Schwarz methods for a discontinuous Galerkin approximation of second order elliptic problems, SIAM J Numer Anal 39 (2001), 1343-1365.
15. C. E. Baumann and J. T. Oden, A discontinuous hp finite element method for convection-diffusion problems, Comput Method Appl Mech Eng 175 (1999), 311-341.
16. D. N. Arnold, An interior penalty finite element method with discontinuous elements, SIAM J Numer Anal 19 (1982), 724-760.
17. E. H. Georgoulis and E. Süli, Optimal error estimates for the $h p$-version interior penalty discontinuous Galerkin finite element method, IMA J Numer Anal 25 (2005), 205-220.
18. K. Wang, H. Wang, S. Sun, and M. F. Wheeler, An optimal-order $L^{2}$-error estimate for nonsymmetric discontinuous Galerkin methods for a parabolic equation in multiple space dimensions, Comput Methods Appl Mech Engrg 198 (2009), 2190-2197.
19. M. G. Larson and A. J. Niklasson, Analysis of a family of discontinuous Galerkin methods for elliptic problems: the one dimensional case, Numer Math 99 (2004), 113-130.
20. B. Rivière and M. F. Wheeler, A discontinuous Galerkin method applied to nonlinear parabolic equations. Discontinuous Galerkin methods, B. Cockburn, G. E. Karaniadakis, C.-W. Shu, and (Eds.), editors, Discontinuous galerkin methods: theory, computation and applications, in: Lecture Notes in Comput. Sci. Engrg., vol. 11, Springer, Berlin, 2000, pp. 231-244.
21. M. R. Ohm, H. Y. Lee, and J. Y. Shin, Error estimates for discontinuous Galerkin method for nonlinear parabolic equations, J Math Anal Appl 315 (2006), 132-143.
22. M. R. Ohm, Error estimate for parabolic problem by backward Euler discontinuous Glerkin method, Int J Appl Math 22 (2009), 117-128.
23. B. Rivière, Discontinuous Galerkin methods for solving elliptic and parabolic equations: theory and implementation, SIAM, Philadelphia (2008).
24. B. Rivière, M. F. Wheeler, and V. Girault, Improved energy estimates for interior penalty, constrained and discontinuous Galerkin methods for elliptic problems I, Comput Geosci 3 (1999), 337-360.
25. L. J. Song, Fully discrete interior penalty discontinuous Galerkin methods for nonlinear parabolic equations, Numer Meth Part D E 28 (2012), 288-311.
26. R. Temam, Navier-Stokes equations: Theory and Numerical Analysis, AMS Chelsea, Providence, Rhode Island, 2001.
27. A. Lasis and E. Süli, $h p$-version discontinuous Galerkin finite element method for semilinear parabolic problems, SIAM J Numer Anal 45 (2008), 1544-1569.

[^0]:    Correspondence to: Lunji Song, School of Mathematics and Statistics, Lanzhou University, Lanzhou 730000, China (e-mail: song@lzu.edu.cn). This work was partly done when the first author worked as a vistor at Beijing Computational Science Research Center (CSRC).
    Contract grant sponsor: Young Scientists Fund of National Natural Science Foundation of China; contract grant number: 11101196
    Contract grant sponsor: Tianyuan Fund for Mathematics of National Natural Science Foundation of China; contract grant number: 11026065
    Contract grant sponsor: The Fundamental Research Funds for the Central Universities; contract grant number: lzujbky-2010-65
    Contract grant sponsor: National Science Council of Taiwan; contract grant number: 100-2115-M-009-009-MY2
    Contract grant sponsor: National Science Foundation of USA; contract grant number: DMS-1212141

