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This paper considers a field with a number of isolated wireless sensor networks served by
some mobile mules and base stations (BSs). Sensing data needs to be carried by mobile mules
to BSs via opportunistic contact between them. Also, such contact may not be frequent. Thus
there are four types of communications in this environment: (i) inter-node communications
within a WSN, (ii) opportunistic WSN-to-mule communications, (iii) opportunistic mule-to-
mule communications, and (iv) opportunistic mule-to-BS communications. In such discon-
nected WSNs, since sensors’ memory spaces are limited and data collection from isolated
WSNs to mules and then to BSs relies on opportunistic communications in the sense that con-
tact between these entities is occasional, storing and collecting higher-priority data is neces-
sary. Therefore, there are two critical issues to be addressed: the data storage management in
each isolated WSN and opportunistic data collection between these entities. We address the
storage management problem by modeling the limited memory spaces of a WSN’s sensor
nodes as a distributed storage system. Assuming that there is a sink in the WSN that will
be visited by mobile mules occasionally, we address three issues: (i) how to buffer sensory
data to reduce data loss due to a shortage of storage spaces, (ii) if dropping of data is inevita-
ble, how to avoid higher-priority data from being dropped, and (iii) how to manage the data
nearby the sink to facilitate the downloading jobs of mules when the downloading time is
unpredictable. We propose a Distributed Storage Management (DSM) strategy based on a
novel shuffling mechanism similar to heap sort. It allows nodes to exchange sensory data
with neighbors efficiently in a distributed manner. For the opportunistic data collection
problem, based on a utility model, we then develop an Opportunistic Data Exchange (ODE)
strategy to guide two mules to exchange data that would lead to a higher reward. To the best
of our knowledge, this is the first work addressing distributed storage strategy for isolated
WSNs with opportunistic communications using mobile mules. We conduct extensive sim-
ulations to investigate the merit of DSM and ODE. The simulation results indicate that the
level of data importance collected by our DSM is very close to a global optimization and
our ODE could facilitate delivery of important data to BSs through mules. We also implement
these strategies in a real sensor platform, which demonstrates that the simple and light-
weight protocols can achieve our goals.

� 2013 Elsevier B.V. All rights reserved.
1. Introduction sensors to collect environment data. Nodes can communi-
Wireless sensor networks (WSNs) have gained much
attention recently [1–3]. A WSN is composed of a large
number of nodes, each of which has multiple onboard
cate with each other through their wireless interfaces.
WSNs have many applications such as military safety,
health care, environmental monitoring, surveillance sys-
tems, and social networks [4–8].

We are interested in the data collection issue for discon-
nected WSNs [9] that are separated into multiple isolated
groups and do not have network connectivity to outside
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Fig. 1. A scenario of data collection for disconnected WSNs by mobile mules through opportunistic communications.

1 Note that heap sort must be conducted in a complete binary tree.
Insertion begins at a leaf and moves up toward the root, while deletion
begins by removing the root element, moving the rightmost leaf element to
the root, and then adjusting the heap. These operations are basically
centralized operations and cannot be applied directly to a real distributed
WSN environment.
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world. It is thus necessary to dispatch some mobile mules
[10] to visit them from time to time and carry their sen-
sory data back. WSNs may become isolated due to many
reasons, such as physical constraints, cost considerations,
and node failure owing to destructive events. In particu-
lar, our work is motivated by some recent work [11–14].
In [11], wireless sensors are used for in situ tracking of
debris flows in wild mountain areas which are hard to
reach by vehicles or human. Collecting data from such
isolated WSNs thus may rely on rangers or hikers (when
they reach those areas) in an opportunistic way to
relay the sensing data back, as shown in Fig. 1. In the
YushanNet Project [14] designed for YuShan National
Park, Taiwan, hikers are used as opportunistic vehicles
to relay sensing data back to outside world [13]. In
[12], data collection, storage, and retrieval strategies for
underwater WSNs are studied to monitor undersea oil
fields. In all of these applications, it is hard to collect
real-time information from those WSNs. So mobile
mules, which could be animals, hikers, ships, or vehicles,
are adopted in an opportunistic way to help collect and
carry sensing data back.

In this paper, we consider a network scenario with three
components: (i) some static but disconnected WSNs, (ii)
some mobile mules with uncontrollable mobility, and
(iii) some static base stations (BSs) accessible by mules.
By ‘‘uncontrollable mobility’’, we mean that mules have
their own designated routes or destinations that are not
under control of our system (such as hikers, taxis, buses,
and animals). Therefore, communications must rely on
opportunistic contact between these entities. There are
four types of communications in our system: (i) inter-node
communications within a WSN, (ii) opportunistic WSN-to-
mule communications, (iii) opportunistic mule-to-mule
communications, and (iv) opportunistic mule-to-BS com-
munications. Opportunistic communications happen when
two entities have direct contact. We assume that each BS
has connectivity to the external world, so our goal is to de-
liver sensing data to BSs.

The aforementioned networking scenarios raise several
challenges to storage management and opportunistic com-
munications. In disconnected WSNs, since sensors’ memory
spaces are limited and data collection from isolated WSNs
to mules and then to BSs relies on opportunistic communi-
cations in the sense that contact between these entities is
occasional, storing and collecting higher-priority data (e.g.,
the freshest and the most urgent data) is necessary. Two
critical issues namely, the data storage management in each
isolated WSN and opportunistic data collection between
these entities, need to be addressed. For storage manage-
ment, since an isolated WSN may not be visited by mules
frequently, how to buffer more important data in the lim-
ited storage of a WSN is an important issue. The memory
spaces of an isolated WSN can be regarded as a distributed
storage system. The node that is more frequently visited by
mules will be identified as the sink of a WSN. We then ad-
dress three storage management issues: (i) how to buffer
sensory data to reduce data loss due to a shortage of stor-
age, (ii) if dropping of data is inevitable, how to avoid more
important data from being dropped, and (iii) how to man-
age the data nearby the sink to facilitate the downloading
jobs of mules. Note that (iii) is to facilitate opportunistic
WSN-to-mule communications because the WSN-mule
contacting time is unpredictable. For opportunistic com-
munications, we assume that mobile mules have unlimited
storage spaces, but the frequency and intervals of WSN-to-
mule, mule-to-mule, and mule-to-BS contact are not under
the control of our system. Therefore, the data exchange
policy needs to be addressed when two entities have con-
tact. Since a piece of sensing data needs to be carried from
a sensor node to a sink, from a sink to a mule, from a mule
to perhaps multiple mules, and from a mule to a BS, we re-
gard its successful delivery to a BS as a reward and our goal
is to accumulate more rewards at shorter time.

To respond to these challenges, we propose a Distributed
Storage Management (DSM) strategy for data buffering in an
isolated WSN and an Opportunistic Data Exchange (ODE)
strategy for the occasional contact between two mules.
DSM is designed based on a novel shuffling mechanism
similar to heap sort [15] to keep data with higher priorities
closer to the sink. However, unlike heap sort, which is
based on a tree structure, DSM uses a mesh-like structure
to facilitate data exchanges.1 On the other hand, ODE



Fig. 2. Network model and communication architecture.
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derives a probabilistic model to guide the mule-to-mule
data exchanges so as to maximize the expected reward of
delivering sensing data to BSs.

In the literature, using mules for data collection is ad-
dressed in [10,16,17]. Ref. [10] investigates the use of mules
to connect sparse sensor networks with a three-tier archi-
tecture. Ref. [16] analyzes the upper bound of the optimal
data transfer with mules. Ref. [17] shows that using mules
with predictable mobility can significantly reduce commu-
nication power in WSNs. Ferry-assisted routing in a highly
disconnected ad hoc network is discussed in [18–20]. A
comprehensive survey of mobile sensor networks is in
[21]. On the other hand, opportunistic communications
are addressed in [22–26]. Opportunistic data forwarding
schemes in a delay-tolerant/disruption-tolerant network
are proposed in [22–24]. In an opportunistic mobile sensor
network, reference [25,26] uses data redundancy to address
the data gathering issue. Ref. [25] builds a connectionless
tracking system to search and rescue a lost hiker, where sen-
sors worn on hikers must exchange their witness information
(including encounter time and most recently location) once
they can communicate with each other. Then, each sensor
on a hiker reports its witness to any access point deployed
in the mountain area. In a loosely connected mobile sensor
network, Ref. [26] proposes two data delivery schemes to
decide when and where sensors should transmit their sens-
ing data based on delivery probability and fault tolerance
(i.e. data redundancy).

To the best of our knowledge, this is the first work
addressing distributed storage strategy for isolated WSNs
with opportunistic communications using mobile mules.
The contributions of this work are as follows. First, we try
to improve the data quality of collected packets in extreme
sparse and resource-limited distributed WSNs. Second, we
propose a novel concept to model the distributed storage
of a WSN that could facilitate virtualizing the data manage-
ment among sensor nodes’ buffers. Third, we propose an
opportunistic data exchange model which could improve
the data quality of collected packets. Finally, we conduct
extensive simulations to investigate the merit of our pro-
posed strategies. The simulation results indicate that the le-
vel of data importance collected by our DSM is very close to a
global optimization and our ODE could facilitate delivery of
important data to BSs through mules. We also implement
these strategies in a real sensor platform to verify the feasi-
bility. Our prototyping results demonstrate that a light-
weight implementation of these strategies is possible.

The rest of the paper is organized as follows. Section 2
presents our system model. Our DSM and ODE strategies
are presented in Section 3 and Section 4, respectively. Sec-
tion 5 contains our simulation results. Our implementation
results are presented in Section 6. Section 7 concludes this
paper.
2. System model

We consider a heterogeneous WSN consisting of three
components: (i) some static but disconnected WSNs, (ii)
some mobile mules with uncontrollable mobility, and
(iii) some static base stations (BSs) accessible by mules.
Each isolated WSN is composed of some static sensor nodes,
or simply nodes, which can continuously monitor the envi-
ronment and periodically generate reporting packets, or
simply packets. Sensor nodes are homogeneous and each
has the same number of storage spaces of Ssn (in unit of
packet). Multi-hop routing is supported in each WSN.
However, since these WSNs are deployed in remote fields
and are isolated from the outside world, they rely on mo-
bile mules to visit them and carry their sensory data out.
We assume that each isolated WSN has a designated sink
node that will be visited by mules occasionally. However,
we assume that the movements of these mules are uncon-
trollable, i.e., they have their own routes or destinations
which are not under control of our system (such as hikers,
taxis, buses, and animals). A mule may stop by a WSN at
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any time and leave at any time. Therefore, communications
only happen by opportunity. During this period, the sink
should relay more important sensing data to the mule first.

In our system, there are four types of communications:
(i) inter-node communications within a WSN, (ii) opportu-
nistic WSN-to-mule communications, (iii) opportunistic
mule-to-mule communications, and (iv) opportunistic
mule-to-BS communications. Opportunistic communica-
tions happens when two entities have communication
contact. We assume that all of these entities (sensor nodes,
mules, and BSs) have the same communication interface.
Any two entities can communicate with each other if they
are within each other’s transmission distance. Therefore, a
piece of sensing data needs to be delivered from its origi-
nating sensor node to its sink, from the sink to a mule, from
a mule to perhaps multiple mules, and finally from a mule
to a BS. Fig. 2 shows our network model and communica-
tion architecture.

Since the communication scenarios in our system in-
volve multiple relaying activities, we need to design a data
storage strategy for WSNs and an opportunistic data col-
lection strategy among mules so that more important data
could be delivered to BSs. In our system, we assume that
packets generated by sensor nodes are prioritized accord-
ing to their importance. For example, a fire report in a for-
est area is more important than a smoke report, a smoke
report is more important than a high temperature report,
a high temperature report is more important than a regular
temperature report, etc. Reports in different locations may
be prioritized too. For example, a status report of a bridge
is more important than one of a regular road. Also, an aging
process may be applied to the priority of a report. For
example, a temperature report of 100 F an hour ago may
be less important than a temperature report of 95 F a min-
ute ago. We will use a function f(p) to denote the priority of
a packet p. How to design function f() is application-depen-
dent and is beyond the scope of this work.

In the following sections, we will propose two strate-
gies, called Distributed Storage Management (DSM) and
Opportunistic Data Exchange (ODE) to meet the above
challenges.
3. The DSM strategy

Below, we consider only one isolated WSN and focus on
its storage management problem. All WSNs will follow the
same strategy to store their sensing data.

Given a WSN, we assume that there is a predefined re-
gion nearby its sink called the Buffer Area (BA).2 The set of
nodes in BA will act as a distributed storage system to store
sensing data for the WSN when no mule is visiting it. When
a mule arrives, these nodes will forward their data to the
sink following some rules (see E1–E3.2 below). In Fig. 2,
the BA of WSN C contains nodes within three hops from
2 The size of BA depends on the application context. In a long-term
monitoring system [27], assuming that each sensor node has data arrival
rate of k, the interval between two consecutive visits is roughly T, and N is
the number of nodes in an isolated WSN, the size of BA may be set to
minfkTbN

S ;Ng if we want to store all fresh data between two visits, where b
is the size of a packet and S is the total memory space of a node.
the sink. (In an extreme case, one may designate all of nodes
in WSN as the BA.) We also assume that each node u knows
its distance DðuÞ to the sink and its neighbor set NðuÞ. (To
obtain DðuÞ, a simple broadcast from the sink node can
achieve this goal. Also, NðuÞ can be found by exchanging hel-
lo messages among neighbors.)

All static sensor nodes will try to forward their packets
toward nodes in BA at any time. Regarding the storage
spaces in BA as a distributed storage system, our goal is
to design a distributed protocol to achieve three objectives.

G1. Dropping of packets in BA should be minimized.
G2. If dropping of packets is unavoidable, those with

lower priorities should be dropped first.
G3. To facilitate mobile mules to collect data, packets with

higher priorities should be stored closer to the sink.

Definition 1. Given a WSN represented by a graph G ¼ ðV ; EÞ,
its buffer area BA # V , and apriority function f ðÞ, the Distributed
Storage Management (DSM) problem is to develop a packet
exchange protocol to maintain packets being generated by
the WSN within BA such that properties G1–G3 are met and
XðBAÞ ¼

P
v2BA;p!v f ðpÞ is maximized, where p! v means that

a packet p is stored at the storage of v.
The objective function XðBAÞ reflects our goal of accu-

mulating packets with higher priorities inside the BA re-
gion. Our DSM strategy is a distributed solution based on
a shuffling mechanism. Nodes not in BA will forward their
packets to BA, while nodes in BA will observe neighbors’
states and exchange packets with each other, if necessary.

Without loss of generality, we assume that each node u
has only one buffer space, i.e., Ssn ¼ 1. (Our scheme can be
easily extended to Ssn > 1.) So the (only) packet in u is writ-
ten as PðuÞ and its priority is f ðPðuÞÞ (if u has no packet,
f ðPðuÞÞ ¼ �1). DSM tries to maintain the following proper-
ties for each node u 2 BA.

P1. For each node v 2 NðuÞ such that DðvÞ > DðuÞ,
f ðPðvÞÞ 6 f ðPðuÞÞ.

P2. For each node v 2 NðuÞ such that DðvÞ < DðuÞ,
f ðPðvÞÞP f ðPðuÞÞ.

P3. For each node v 2 NðuÞ such that DðvÞ ¼ DðuÞ,
maxff ðPðwÞÞjw 2 NðuÞ;DðwÞ > DðuÞg 6 f ðPðvÞÞ 6
minff ðPðwÞÞjw 2 NðuÞ;DðwÞ < DðuÞg.

P1 (resp., P2) implies that nodes that are farther from
(resp., closer to) the sink than u should have lower-priority
(resp., higher-priority) packets than u. P3 enforces that
nodes that have the same distance to the sink as u should
have the same properties as u. When a node has the above
properties, we say that it is in-order. In Fig. 3a, every node
is in-order except node m and j.

For each node u, we let maxPostðuÞ be the packet with the
highest priority of all neighbors v of u such that
DðvÞ > DðuÞ;minPreðuÞ be the packet with the lowest prior-
ity of all neighbors v of u such that DðvÞ < DðuÞ;maxEqualðuÞ
be the packet with the highest priority of all neighbors v of u
such that DðvÞ ¼ DðuÞ, and minEqualðuÞ be the packet with
the lowest priority of all neighbors v of u such that
DðvÞ ¼ DðuÞ. Here, to facilitate the determination of
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Fig. 3. An example of DSM packet exchanges.
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maxPostðuÞ, minPreðuÞ;maxEqualðuÞ, and minEqualðuÞ, each
node will announce the priority of its packet when a new
packet is generated. It implies that our protocol is light-
weight and can be implemented easily via local information
exchanges. Based on the above properties, we design our
packet exchange rules for node u 2 BA as follows:

E1. When f ðmaxPostðuÞÞ > f ðPðuÞÞ, node u tries to
exchange packet with maxPostðuÞ.

E2. When f ðPðuÞÞ > f ðminPreðuÞÞ, node u tries to
exchange packet with minPreðuÞ.

E3.1. When f ðmaxEqualðuÞÞ > f ðminPreðuÞÞ, these two
packets are exchanged.

E3.2. When f ðmaxPostðuÞÞ > f ðminEqualðuÞÞ, these two
packets are exchanged.

The above rules are event-triggered ones. They are trig-
gered when a node changes its packet (including exchang-
ing its packet with others’ or generating a new packet) or
when its neighbors change their packets. When multiple
events are triggered, a node should prioritize rules E1, E2,
E3.1, and E3.2 in that order because we prefer nodes
exchanging with those at different distance first. For node
u to exchange packet with node v, it can send a Reques-
t_To_Exchange (RTE) to node v. Node v, on agreeing, replies
a Clear_To_Exchange (CTE). Then the exchange can be con-
ducted. These operations should be atomic. Note that u
and v are not allowed to exchange packets with other nodes
during the exchange of RTE and CTE to ensure atomic
transactions.

For a node u R BA, when it has a packet, it will try to send
it to any neighbor v with DðvÞ < DðuÞ. When a node w 2 BA
receives the packet, it will accept it if f ðPðwÞÞ ¼ �1, drop it if
f ðPðwÞÞP f ðPðuÞÞ, and replace PðwÞ by PðuÞ if
f ðPðuÞÞ > f ðPðwÞÞ.

We provide an example in Fig. 3. Node a is the sink and
there is a new packet with priority 12 arriving at node m in
Fig. 3a. Node m will realize that it violates P2 and will ex-
change with node j by E2 as shown in Fig. 3b. The same sit-
uation will happen to nodes j; f , and b, resulting in the
scenario in Fig. 3c. Now j finds that it violates P3 because
f ðPðiÞÞ is not between 10 and 4. So j will notify i and m to
exchange their packets by E3.2. Similarly, g will find that
it violates P3 after receiving f’s broadcast and notify c
and f to exchange their packets by E3.1. The final result
is in Fig. 3d, where every node is in-order. Note that DSM
does not guarantee an optimal arrangement of packets
since it is a distributed protocol and relies only on neigh-
bors’ information.
3.1. Proof of correctness

Below, we prove that DSM will eventually stop in an in-
order status. We say that a packet is stable if it is stored in a
certain node and will not be exchanged with other nodes’
packets, until a mule arrives or new packets with higher
priority are being generated. We first show that each pack-
et will become stable in finite time, which means that DSM
will eventually stop. Then we show that each node is in-or-
der when DSM stops.

Theorem 1. Given any arrangement of packets in BA of a
WSN, if no mule arrives and no packets are being generated,
the packet exchange rules E1, E2, E3.1 and E3.2 will
eventually stop in finite time.
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Proof. It is obvious that the packet with the highest priority
eventually migrates to the sink and becomes stable once it
reaches the sink. Once the packet with the highest priority
becomes stable, the packet with the second-highest priority
can become stable once it reaches a neighboring node of the
sink. Similarly, each packet can become stable if all packets
with higher priorities than it have become stable and it
reaches a place as close to the sink as possible. Note that it
is not necessary that packets become stable in the order of
their priorities. But once higher prioritized packets become
stable, a packet can become stable without doubt. Since the
region of BA is limited, the packet exchange activities will
stop in finite steps. h
Theorem 2. After all nodes in BA stop exchanging packets,
they are in-order.
Proof. We prove this theorem by contradiction. If node u is
not in-order, then there are only three possible cases:

Case 1: Node u violates P1. That is there is a neighbor
v 2 NðuÞ such that DðvÞ > DðuÞ and f ðPðvÞÞ > f ðPðuÞÞ.
Since f ðmaxPostðuÞÞP f ðPðvÞÞ > f ðPðuÞÞ. It will not stop
exchanging packets according to E1.
Case 2: Node u violates P2 but it follows P1. That is
there is a neighbor v 2 NðuÞ such that DðvÞ < DðuÞ and
f ðPðvÞÞ < f ðPðuÞÞ. Since
f ðminPreðuÞÞ 6 f ðPðvÞÞ < f ðPðuÞÞ, it will not stop
exchanging packets according to E2.
Case 3: Node u violates P3 but it follows P1 and P2. That
is there is a node v 2 NðuÞ such that DðvÞ ¼ DðuÞ and
the value of f ðPðvÞÞ is not between f ðmaxPostðuÞÞ and
f ðminPreðuÞÞ. Since node u follows P1 and P2, we have
f ðminPreðuÞÞP f ðmaxPostðuÞÞ. So the value of f ðPðvÞÞ
is either larger than f ðminPreðuÞÞ or smaller than
f ðmaxPostðuÞÞ.
� f ðPðvÞÞ > f ðminPreðuÞÞ: Since
f ðmaxEqualðuÞÞP f ðPðvÞÞ > f ðminPreðuÞÞ, it will not
stop exchanging packets according to E3.1.
� f ðPðvÞÞ < f ðmaxPostðuÞÞ: Since f ðminEqualðuÞÞ 6

f ðPðvÞÞ < f ðmaxPostðuÞÞ, it will not stop exchanging
packets according to E3.2.

Cases 1–3 all contradict to our assumption that nodes have
stopped exchanging packets, so this theorem is proved. h

To summarize, DSM utilizes the rich mesh links in a
WSN to exchange packets. Higher-priority packets have
more chances to stay closer to the sink by rules E3.1 and
E3.2. One question is: given a stable network, how many
packet exchanges may be incurred when a new packet is
generated. We will investigate this issue via simulations.

3.2. Two extensions to the DSM strategy

Below, we discuss two extensions to the above DSM
strategy. First, we enlarge the value of Ssn. Second, we
discuss the possibility of adding some transmission buffers
to sensor nodes.

To allow Ssn > 1, we define maxMineðuÞ (resp.,
minMineðuÞ) to be the packet of u with the highest (resp.,
the lowest) priority. Since a node may have multiple pack-
ets, the exchange rules E1 and E2 for node u are modified
as follows:

E10. When f ðmaxPostðuÞÞ > f ðminMineðuÞÞ, node u tries to
exchange its packet minMineðuÞ with packet
maxPostðuÞ.

E20. When f ðmaxMineðuÞÞ > f ðminPreðuÞÞ, node u tries to
exchange its packet maxMineðuÞ with packet
minPreðuÞ.

Rules E3.1 and E3.2 do not need to be changed to allow
Ssn > 1. The definition of ‘‘in-order’’ can be directly applied
to Ssn > 1.

The second extension is to add a few transmission buf-
fers to each node to handle packet overflow. Our DSM
strategy may enter a dilemma when a node already holds
Ssn packets and generates a new packet by its own sensors;
either this packet or one of its existing Ssn packets needs to
be dropped because there is no extra buffer space. Trans-
mission buffers are designed for this purpose. A packet
waiting to be transmitted should be put in a transmission
buffer. When a node u 2 BA with Ssn packets at hand gener-
ates a new packet, it will keep Ssn packets with higher pri-
orities in its storage spaces and move the lowest-priority
one to its transmission buffer. The lowest-priority
packet will be forwarded to the neighbor v 2 NðuÞ which
has DðvÞ > DðuÞ and f ðminMineðvÞÞ < f ðminMineðwÞÞ;
v ;w 2 NðuÞ so as to replace v’s packet with the lowest pri-
ority (i.e., f ðminMineðvÞÞ) in case v also holds Ssn packets.
Note that each node only needs to announce the highest
and the lowest priorities of its packets to its neighbors in
the above two extensions. Thus, all of previous properties
(both Theorems 1 and 2) still hold when Ssn > 1.
4. The ODE strategy

As mentioned earlier, there are three types of opportu-
nistic communications in our system: WSN-to-mule, mule-
to-mule, and mule-to-BS. We explain the data collection
strategy for each type of opportunistic communications
as follows.

First, for WSN-to-mule communications, since packets
in BA are already in-order by our DSM, a simple best-ef-
fort uploading strategy will serve our data-collection
goal. Specifically, when a mule arrives at the sink of a
WSN, the sink will try to transmit as many packets in
BA to the mule as possible until it loses the contact with
the mule. By broadcasting an UPLOAD message, the sink
will trigger data transmission from downstream nodes
toward itself in a greedy way. After the sink makes sure
the reception of a packet by the mule, it can drop the
packet so as to make a space for subsequent packets.
Once the sink loses the contact with the mule, it will
broadcast a FINISH_UPLOADING message to trigger our
DSM in the WSN.



3 The typical ZigBee communication range is generally between 10 �
100 m [28].

4 In a weather monitoring application, temperature is measured roughly
every 10 s to several minutes, where the measurement interval is restricted
by the memory size of monitoring units [29].
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Next, we need to model the mule-to-mule communica-
tions. Since each mule may has different probabilities to con-
tact with BSs in the future, we design a utility-based packet
exchange strategy based on the contact probability to guide
data exchanges between mules so as to maximize the reward
of packets arriving at BSs. Specifically, when mule u meets
mulev, a packet will be copied from u to v if the benefit of copy-
ing the packet from u to v is larger than the benefit of copying
another packet from v to u. To achieve the goal, we need to de-
sign a benefit model. First of all, we need to model the distribu-
tion that a mule will have contact with a BS in the future.
Suppose that two mules u and v meet at time t. Let
huðt þ DtÞ and hv ðt þ DtÞ be the discrete probability distribu-
tions of u and v, respectively, that they will have contact with
the next BS at time t þ Dt, where Dt > 0 is an integer. Our der-
ivation allows huðt þ DtÞ and hvðt þ DtÞ to be any general dis-
tributions. However, in reality, this should depend on the time
when u and v met a BS previously before t.

Now, suppose that u has a packet p at hand. Then at time
t þ 1, the probability that p can be delivered from u to a BS is
huðt þ 1Þ. If at time t mule u decides to transmit a copy of p to
mule v, then v can also help deliver p to a BS. The probability
that this will happen at time t þ 1 is hv ðt þ 1Þ. Now since
both u and v have a copy of p, the cumulative probability that
p can be delivered to a BS at time t þ 1 becomes

Hðt þ 1Þ ¼ 1� ð1� huðt þ 1ÞÞ � ð1� hvðt þ 1ÞÞ:

For any Dt, if at time t mule u transmits a copy of p to mule
v, the joint cumulative probability that p will be delivered
to a BS by time t þ Dt is

Hðt þ DtÞ ¼ 1� 1�
X

t0¼1::Dt

huðt þ t0Þ
 !

� 1�
X

t0¼1::Dt

hvðt þ t0Þ
 !

;

where 1�
P

t0¼1���Dthuðt þ t0Þ
� �

� 1�
P

t0¼1���Dthv ðt þ t0Þ
� �

eval-
uates the probability that p is not delivered to a BS by both
mule u and mule v before t þ Dt. Therefore, the probability
that the first piece of p will be delivered to a BS by u or v at
time t þ Dt is

H0ðt þ DtÞ ¼ Hðt þ DtÞ � Hðt þ Dt � 1Þ:

Next, we derive our utility model. Recall the priority of a
packet, denoted by f ðÞ. Given any packet p at time t, if p will
be delivered to a BS at time t þ Dt, we define a utility function
of p as Hðf ðpÞ; aðt þ DtÞ, cðpÞÞ ¼ f ðpÞ � aaðtþDtÞ� bcðpÞ, which
is a decay function of priority over time and the estimated num-
ber of copies of packet p, where f ðpÞ is the priority of p; aðt þ DtÞ
is the age of packet p at time t þ Dt, and cðpÞ is the estimated
number of copies of packet p. Here, 0 < a < 1 is a decay coeffi-
cient for packet aging and 0 < b < 1 is a decay coefficient as the
number of copies of p increases. Thus, Hðf ðpÞ; aðt þ DtÞ; cðpÞÞ
will return a positive value to reflect the level of satisfaction
when p is delivered to a BS at time t þ Dt. Note that function
HðÞ can avoid collecting too old packets and too many dupli-
cates of a packet. Therefore, if at time t mule u decides to trans-
mit a copy of p to mule v, the expected utility is

Eðu! v ;p; tÞ ¼
X
DtP1

H0ðt þ DtÞ �Hðf ðpÞ; aðt þ DtÞ; cðpÞ þ 1Þ:
On the contrary, if at time t mule u decides not to do so, the
expected utility is

Eðu; p; tÞ ¼
X
DtP1

huðt þ DtÞ �Hðf ðpÞ; aðt þ DtÞ; cðpÞÞ:

The benefit of copying p from u to v is thus

Eðu! v ;p; tÞ � Eðu;p; tÞ:

Based on the benefit derivation, ODE works as follows
when two mules u and v have contact.

1. Each mule will consider whether copy packets from
itself to another by sorting its packets based on the cur-
rent utility of packets.

2. Mule u considers the packet, say, p at hand which has
the highest utility and which has not been considered
yet. Also, v considers the packet, say, q at hand which
has the highest utility and which has not been consid-
ered yet. Then both u and v compute the benefits
Eðu! v ; p; tÞ � Eðu; p; tÞ and Eðv ! u; q; tÞ � Eðv ; q; tÞ,
respectively.

3. If copying p makes a higher benefit, u copies p to v;
otherwise, v copies q to u.

4. The packet that is copied is marked as ‘‘considered’’. If u
and v are still within each other’s communication range,
go to step 2. Otherwise, stop.

Note that we assume a CSMA channel, so concurrently
copying both p and q in step 3 is not allowed. Also note that
since the contact duration between mules is unpredictable,
a best-effort copy policy is applied here.

Finally, for mule-to-BS communications, when a mule
has contact with a BS, a best-effort uploading strategy is ap-
plied by the mule to transmit packets of higher utility first.

5. Simulation results

In this section, we will explain the simulation setup first
and then conduct extensive simulations to demonstrate
the merit of DSM and ODE.

5.1. Simulation setup

We built our simulator in Java programs. Unless other-
wise indicated, the simulation scenarios and the default
values of parameters in our simulations are explained as
follows.

To investigate the performance of DSM, we simulate an
isolated WSN which contains 400 sensor nodes randomly
deployed in a 200 � 200 m2 field, where the sink is ran-
domly selected. Each sensor node has a communication
range of 25 m.3 Each sensor node generates a packet with
a random priority uniformly distributed between 0 and
1000 at a packet arrival rate of 1/50 Hz.4 The BA is defined
as those nodes within 10 hops from the sink. A mule is



Fig. 4. The deployment for ODE simulations with four isolated WNSs and four meeting points of mules.
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Fig. 5. A snapshot of priority distribution after applying our DSM
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deployed to collect data from the WSN with a fixed vising
period of 100 communication slots each time with a fixed
contact duration of 30 communication slots (here we as-
sume that a communication slot is a short period of time
such that one packet transmission can be completed). We
take the average of 50 test runs to present our simulation re-
sults. First, we run DSM using both a mesh structure and a
tree structure to understand how the topology has an effect
on performance. Then, we compare DSM against two differ-
ent strategies, Greedy Forward (GF) and optimal data storage
scheme (OPT). In GF, a node always tries to send its packets
to any node closer to the sink until the latter has no storage
space. OPT represents the ideal situation where the top-pri-
ority packets are always retained in BA.

To study the performance of ODE, we deploy four iso-
lated WSNs and four meeting points of mules in a
600 � 600 m2 field, as shown in Fig. 4. A BS is deployed
at the center of the field. The BA in each WSN includes
those sensor nodes within 10 hops from its sink, and each
WSN will perform DSM to conduct data collection. We de-
ploy 2 mules in the field, each being placed at the BS ini-
tially. Each mule will visit any one of the four WSNs
every 125 s (i.e., vising period is 125 s) to collect data from
the WSN. To simulate encounters between mules, each
mule has a probability of 0.5 to move to any one of the four
meeting points at any time. If two mules meet at a meeting
point, they will have the contact duration of 30 communi-
cation slots to perform ODE. To simulate contact between
mules and the BS, each mule will meet the BS every 40 s
(i.e., the meeting period is 40 s), where the meeting prob-
ability during each period is a normal distribution with
the variance 1. Every time when a mule meets the BS,
the contact duration is 30 communication slots. The total
simulation time is 500 s. Each packet will increase its age
by one every 10 s. We compare ODE against a Greedy Copy
Scheme (Greedy) to study the performance of ODE. In Gree-
dy, when packet p hold by mule u and packet q hold by
mule v are considered at the contact moment, p will be
copied from u to v if p has the higher priority than q.

5.2. Performance of DSM

We conduct extensive simulations to study the merit of
our DSM strategy.

First, we present the priority distribution in a WSN after
applying DSM, as shown in Fig. 5, where the sink is at (0,0)
and the bar standing next to the graph indicates different
levels of packet priorities.

In the second experiment, we perform DSM using both
a mesh structure and a tree structure to study how the
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topology has an impact on data collection. To construct a
tree structure, we simply form a shortest-path spanning
tree rooted at the sink from the given mesh graph. In such
a tree, each node is only allowed to exchange packets with
its parent or children. Fig. 6 shows the average priority of
packets at nodes in BA by varying the number of nodes
in BA. Clearly, although the hop distance from each node
to the sink is same in the shortest-path spanning tree of
the mesh and the mesh itself, using a mesh structure has
potential to collect higher-priority packets than using a
tree structure. This is because the mesh structure allows
much more directions of data exchanges which will keep
more higher-priority packets in BA.

In the third experiment, we try to compare the average
priorities of the packets collected by the mule using differ-
ent strategies by varying the mule’s visiting period and the
contact duration. Fig. 7a shows the results when we vary
the visiting period. Generally, a longer visiting period
means that more important packets may be generated/col-
lected during two consecutive visits. So we can see that
curves are going up. DSM significantly outperforms GF
and is quite close to OPT. Fig. 7b shows the results when
we vary the contact duration. Generally, the longer contact
duration means that less important packets also have a
chance to be collected, so we can see that curves are
slightly going down. Again, DSM is still much better than
GF and is quite close to OPT.

In the fourth experiment, we study how the size of BA
has an effect on performance. We vary the size of BA but
enforce that in each contact between the mule and the
WSN, 1/3 of the packets in the network must be collected.
Fig. 8 shows the effects of BA’s size (in terms of hop counts
to the sink). As it can be seen in Fig. 8a, with our DSM strat-
egy, the top 1/3 area in the network are mostly occupied by
high-priority packets as BA is defined as five hops or more
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from the sink and this is very close to OPT. Fig. 8b shows
the transmission overhead (in terms of the number of
packet exchanges) and the average number of dropped
packets as we vary the BA’s size. Interestingly, the trans-
mission overhead slightly decreases first and then in-
creases when the BA is getting larger. This is because
packets with lower priorities have to travel longer to reach
the BA when the BA is relatively smaller (3–4 hops). How-
ever, transmitting such low-priority packets makes a little
sense because they are more likely to be dropped as they
arrive at the BA and compete against those higher-priority
packets. As the BA becomes larger (more than five hops),
the cost of packet exchanges inside the BA is more domi-
nant compared to the aforementioned factor. So, we can
see that the transmission overhead is increasing again.
On the other hand, the number of dropped packets de-
creases as BA becomes larger, because a larger size of BA
can keep more packets and avoid dropping packets when
they arrives BA.

In the fifth experiment, we study how the network den-
sity has an effect on performance by changing the number
of sensor nodes in the field. Fig. 9 shows the results. First,
we observe the impact on overall transmission overhead in
Fig. 9a. At the same packet arrival rate of 1/50, DSM costs
about 0.8–1.1 times more packet exchanges than GF to col-
lect more important packets in BA. On the other hand, we
also see that increasing the packet arrival rate does not in-
crease the overall transmission overhead proportionally
(the overhead at a rate of 1/10 is only slightly higher than
the overhead at a rate of 1/50). This is because once the BA
has collected sufficiently important packets, the competi-
tion cost within BA will drop rapidly. In Fig. 9b, we try to
measure the number of packet exchanges incurred when
a new packet (with a random priority) arrives at a stable
BA region (i.e., packets in BA are already well in-order).
We count the number of packet exchanges in the average
and the worst cases. As it can be seen, a denser network
will cause a higher cost of packet exchanges because sen-
sor nodes have more neighbors to facilitate data exchanges
for the new packet. In general, the overhead is not high
(10–20 exchanges in average).

In the sixth experiment, we study the convergence time
of DSM by considering different data arrival rates. The con-
vergence time is defined as the minimal time that all of
packets in BA are in-order. We vary the number of nodes
and the size of BA to study the convergence time. Fig. 10
shows the simulation results. As it can be seen in
Fig. 10a, a dense network will incur a longer convergence
time because more number of packet exchanges are per-
formed. We can also see that the convergence time is not
proportional to the data arrival rate, because packet ex-
changes in the network at a higher data arrival rate will



 1
 0.9
 0.8
 0.7
 0.6
 0.5
 0.4
 0.3
 0.2
 0.1

 0
 10  20  30  40  50

Pa
ck

et
 d

el
iv

er
y 

ra
tio

Contact duration (slot)

ODE
Greedy

(a)

 1
 0.9
 0.8
 0.7
 0.6
 0.5
 0.4
 0.3
 0.2
 0.1

 0
 10  20  30  40  50

U
til

ity
 d

el
iv

er
y 

ra
tio

Contact duration (slot)

ODE
Greedy

(b)

 0

 5000

 10000

 15000

 20000

 25000

 10  20  30  40  50

To
ta

l u
til

ity
 o

f c
ol

le
ct

ed
 

   
   

   
  p

ac
ke

ts

Contact duration (slot)

ODE
Greedy

(c)
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be triggered frequently. Fig. 10b shows that the conver-
gence time slightly decreases first and then increases again
as the BA’s size increases. This is because in a relative small
size of BA (from 3 to 7 hops) lower-priority packets have to
move by more hops to compete against the higher-priority
packets in BA. When the network has a relative large size
of BA (from 8 to 13 hops), much more packet exchanges
will incur in BA so the convergence time becomes longer.
As it can be seen, the gaps of convergence time between
different data arrival rates shrink as BA’s size increases, be-
cause a larger BA provides more storage spaces to allow
more concurrent packet exchanges.
5.3. Performance of ODE

Next, we will study the merit of ODE strategy by vary-
ing the mule-to-mule and mule-to-BS contact duration,
the meeting period with the BS, and the aging period of
packets. We consider three metrics to study the perfor-
mance of ODE: (1) packet delivery ratio which is the ratio
of the total number of packets collected by the BS to the to-
tal number of packets collected by mules, (2) utility deliv-
ery ratio which is the ratio of the total utility of packets
collected by the BS to the total utility of packets collected
by mules, and (3) the total utility of packets collected by
the BS. Note that the latter two metrics are to study the
performance from a perspective of information quality.
The second one is a relative metric to study the improved
degree of information quality using ODE, while the third
one is an absolute metric to study the total amount of
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Fig. 13. Simulation results of ODE by varying the aging period of packets: (a) the p
collected packets.
information quality improved by ODE. Both of the two
metrics are necessary to know how well the information
quality can be improved by ODE and the how ODE has an
effect on the quality of information collected.

First, we vary the contact duration to conduct experi-
ments. Fig. 11 shows the simulation results. As it can be
seen in Fig. 11a, the packet delivery ratio by ODE is slightly
better than by Greedy when the longer contact duration is
considered. On the other hand, when the contact duration
increases, the packet delivery ratio by ODE is improved,
but the improvement in Greedy is not significant. This is
because Greedy collects many duplicated higher-priority
packets even if the longer contact duration is considered.
Then, we study the utility delivery ratio, as shown in
Fig. 11b, ODE outperforms Greedy because the packets col-
lected by ODE are younger and have the fewer number of
copies. In terms of total utility of packets collected by the
BS, ODE also outperforms Greedy significantly, as shown
in Fig. 11c.

Second, we study how the meeting period between
mules and the BS has an effect on performance. We con-
duct the experiment by varying the meeting period. Note
that the meeting probability between a mule and the BS
within each period follows a normal distribution. Fig. 12
shows the simulation results. As shown in Fig. 12a, when
a smaller meeting period is considered, the packet delivery
ratio by ODE is slightly better than by Greedy. This is be-
cause duplicated packets are frequently collected by Gree-
dy. As the meeting period increases, the gap between
ODE and Greedy shrinks because mules have the fewer
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Fig. 14. Our implementation of DSM (a) a snapshot of our prototype and
(b) a grid WSN.

Fig. 15. A snapshot of DSM’s behavior in an isolated 4 � 4 grid WSN.
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opportunities to meet the BS. Then, we investigate how the
meeting period has an effect on the utility delivery ratio, As
shown in Fig. 12b, when the mules have fewer opportuni-
ties to meet the BS (i.e., with a larger meeting period), ODE
outperforms Greedy significantly. This indicates that ODE
can collect better packets (i.e., younger packets and with
fewer number of copies) even if the frequency of meeting
with the BS is very low. On the other hand, both by ODE
and by Greedy, the utility delivery ratio decreases as the
meeting period increases. This is because mules do not
have so many opportunities to upload data to the BS when
a larger meeting period is considered. Fig. 12c shows the
results of the total utility of packets collected by the BS.
Similarly, ODE outperforms Greedy especially for a larger
meeting period.

Finally, we vary the aging period of packets to study
how the aging speed of packets has an effect on perfor-
mance. Fig. 13 shows the simulation results. As it can be
seen in Fig. 13a, ODE is slightly better than Greedy in terms
of packet delivery ratio because ODE avoids copying too
many higher-priority packets. In Fig. 13b, the utility deliv-
ery ratio sightly increases as the aging period increases.
Since packets’ priorities decay in a slow speed when a lar-
ger aging period is considered, the packets collected by
ODE and by Greedy have the better utility. Similarly, as
shown in Fig. 13c, when a large aging period is considered,
the gap between ODE and Greedy becomes larger due to
slow decay of priorities.

6. Prototype for DSM

Finally, we have implemented DSM in a real sensor
platform to verify the feasibility of our proposed strategies.
A toy train is designed to repeatedly circle around a toy
rail. The train serves as a mule, and we deploy a wireless
node on it. A number of isolated grid WSNs are deployed
around the rail. Whenever the train has contact with a sink,
it will pull as many packets from the sink as possible.
Fig. 14a shows a snapshot of our prototype. Our sensor
hardware platform is a low-power, single-chip wireless
microcontroller JN5139 [30] with a ZigBee-compliant
wireless interface. The WSN in Fig. 14b is a 4 � 4 grid plus
a sink. Each JN5139 runs our DSM strategy and can store
one packet at a time. Each node will generate real sensing
data using a light sensor, and each packet has a priority
ranging from 0 to 9, where a higher priority means a higher
light intensity. To view the priority of a packet, we put a 7-
segment display on each sensor node. When the mule has
contact with the sink, it initiates a COLLECT_DATA message
to the sink. Then the sink broadcasts an UPLOAD message
to its members as explained in Section 4.

Fig. 15 shows a snapshot after executing our rules,
where the priorities of packets at nodes a, b, c, d, e, f, g,
h, i, j, k, l, m, n, o, p, and q are 9, 8, 9, 8, 9, 5, 6, 6, 7, 5, 4,
4, 3, 3, 2, 3, and 1, respectively. As it can be seen, packets
are all in-order. Based on the implementation results, we
conclude that our DSM is a lightweight protocol which
can be easily implemented in a real sensor platform with
a very small image in each microcontroller. It also demon-
strates that DSM is quite suitable for a distributed WSN
environment because DSM only needs local neighboring
information.
7. Conclusions

We have addressed the distributed storage manage-
ment and the opportunistic data collection problems in a
field with multiple isolated and static WSNs, mules, and
BSs by proposing two strategies called DSM and ODE.
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Proof of correctness, simulation results, and prototyping
experiences to demonstrate the feasibility of our results
are presented. Extensive simulation results indicate that
the data priorities collected by our DSM is very close to a
global optimization and our ODE can collect fresher and
fewer duplicated packets based on the designed utility
model. It is shown that our DSM and ODE could collaborate
well to collect important data among multiple isolated
WSNs, mules, and BSs. Our prototyping results demon-
strate that our proposed protocols are lightweight and
could be deployed in a real distributed WSN easily.

We believe that our results have potential to be used in
many WSN applications, such as those in outfields and
back countries, as well as in many handset-based social
gaming scenarios. While a small-scale prototype has been
tested, we expect that our approaches can be tested in a
larger environment and the results will be reported in
our forthcoming work.
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